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Preface

The 38th European Workshop on Computational Geometry (EuroCG 2022) was held on March
14-16 in Perugia, Italy. EuroCG is an annual, informal workshop whose goal is to provide
a forum for scientists to meet, present their work, interact, and establish collaborations,
in order to promote research in the field of Computational Geometry, within Europe and
beyond.

After two on-line only editions due to the COVID pandemic, this year it was again
possible to have an in-person meeting, although we kept the possibility, for people who
could not travel, to attend the workshop and to give talks on-line. We had 91 registered
participants for the in-person workshop and 104 for the on-line event.

Concerning the scientific program, we received 76 submissions, which underwent a limited
refereeing process by the program committee in order to ensure some minimal standards
and to check for plausibility. We selected 68 submissions for presentation at the workshop.
EuroCG does not have formally published proceedings; therefore, we expect most of the
results outlined here to be also submitted to peer-reviewed conferences and/or journals. This
book of abstracts, available through the EuroCG 2022 web site, should be regarded as a
collection of preprints. In addition to the 68 contributed talks, this book contains abstracts
of the invited lectures. The invited speakers were originally Leila De Floriani, Michael
Hoffmann, and Maurizio Patrignani. Unfortunately, shortly before the workshop Leila had
to cancel her participation. Thus we asked Stefan Felsner and he kindly accepted to replace
Leila. We thank Stefan for having accepted to give an invited talk even with a very short
notice.

Many thanks to all authors and to the members of the program committee and all external
reviewers for their insightful comments. We also thank the organizing committee members:
Carla Binucci, Luca Grilli, Giacomo Ortali, Alessandra Tappini and Tommaso Piselli. Finally,
we are very grateful for the generous support of our sponsors: ITS Umbria Smart Academy,
Slope, Ordine degli Ingegneri Provincia di Perugia, Bazuel. We would like to thank also
the Algorithms journal, which sponsored the Best Student Presentation Award. The prize
was voted by the EuroCG 2022 attendees to recognize the effort of young researchers to
present their work clearly and elegantly. The ex aequo winners were Paul Jungeblut, for the
presentation of paper “The Complexity of the Hausdorff Distance” and Soeren Nickel for the
presentation of paper “Removing Popular Faces in Curve Arrangements by Inserting one
more Curve”. Congratulations to Paul and Soeren!

During the business meeting Rodrigo Silveira presented the 2023 edition of EuroCG,
which will take place in Barcelona, Spain. A single bid was presented for 2024 by Michael
Bekos and Charis Papadopoulos and, as a consequence, EuroCG 2024 will take place in
Ioannina, Greece.

Looking forward to seeing you all in Barcelona!

March 2022,

Emilio Di Giacomo and Fabrizio Montecchiani
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Arc diagrams, flip distances, and Hamiltonian
triangulations.
Michael Hoffmann

ETH Zurich

Abstract
How many edge flips are needed to transform one combinatorial triangulation into another? How
many spine crossings are needed in a topological book embedding of a planar graph? Under what
conditions can a given planar graph be transformed into a Hamiltonian planar graph? In this talk
I will discuss connections between these three questions along with some partial answers and open
problems concerning specific variations of them.



Contact Representations of Planar Graphs -
Combinatorial Structure and Algorithm X
Stefan Felsner

Technische Universität Berlin

Abstract
The main player in this talk is algorithm X. In its various disguises this algorithm can be used
to compute contact representations of planar graphs with squares, homothetic triangles, pentagons
and other shapes. To this end the algorithm exploits combinatorial structures such as transversal
structures, Schnyder woods, and five-color forests. We survey what is known about algorithm X
and what remains mysterious.



Visual Analysis of Large Networks - Strategies
and Challenges
Maurizio Patrignani

Roma Tre University

Abstract
The visual analysis of large networks plays a critical role in today’s applications and its relevance
is doomed to grow in the next future. The incredibly-vast amount of networked data produced by
real-world applications poses unprecedented challenges that standard graph-visualization paradigms
seem unprepared to address. Indeed, although several approaches have been proposed, an effective
solution appears still elusive. In this talk we will discuss the requirements of such an analysis and
we will review the most promising techniques and tools that have been proposed so far to cope
with such new challenges. It will be apparent that, in addition to efficiency, visual analytics tools
must also be based on a combination of abstraction and modeling. Further, the goal of producing
readable representations of the inner structure of large networks has lead to formalizing several
combinatorial problems that need to be addressed. Therefore, this domain has both a deep impact
on applications and an intriguing theoretical appeal. We will review recent results and highlight
the main open questions in this domain.



The Complexity of the Hausdorff Distance
Paul Jungeblut1, Linda Kleist2, and Tillmann Miltzow3

1 Karlsruhe Institute of Technology, Germany
paul.jungeblut@kit.edu

2 Technische Universität Braunschweig, Germany
kleist@ibr.cs.tu-bs.de

3 Utrecht University, The Netherlands
t.miltzow@uu.nl

Abstract
We determine the computational complexity of computing the Hausdorff distance. Specifically, we
show that the decision problem of whether the Hausdorff distance of two semi-algebraic sets is
bounded by a given threshold is complete for the complexity class ∀∃<R. This implies that the
problem is NP-, co-NP-, ∃R- and ∀R-hard.

Related Version Full version available on arXiv: 2112.04343.

1 Introduction

The question of ‘how similar are two given objects’ occurs in numerous settings. A typical
tool to quantify their similarity is the Hausdorff distance. Two sets have a small Hausdorff
distance if every point of one set is close to some point of the other set and vice versa. The
Hausdorff distance appears in many branches of science. To illustrate the range of use cases,
we consider two examples. For illustrations consider Figure 1. In mathematics, the Hausdorff
distance provides a metric on sets and henceforth also a topology. This topology can be
used to discuss continuous transformations of one set to another [7]. In computer vision and
geographical information science, the Hausdorff distance is used to measure the similarity
between spacial objects [17, 18], for example the quality of quadrangulations of complex 3D
models [20]. In this paper, we study the computational complexity of the Hausdorff distance
from a theoretical perspective.

Figure 1 Left: Continuous deformation of a cup into a doughnut [10]. Right: Quadrangulation of
a smooth surface used for rendering [20].

Definition. The directed Hausdorff distance between a non-empty set A ⊆ Rn and a
non-empty set B ⊆ Rn is defined as

~dH(A, B) := sup
a∈A

inf
b∈B
‖a− b‖.

The directed Hausdorff distance between A and B can be interpreted as the smallest value
ε ≥ 0 such that the (closed) ε-neighborhood of B contains A. Hence, it nicely captures the
intuition of how much B has to be blown up to contain A. Note that ~dH(A, B) and ~dH(B, A)
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.



1:2 The Complexity of the Hausdorff Distance

A1
B1

B2
A2

A3

B3

Figure 2 How similar are these sets?

must not be equal. For an example, consider Fig. 2; while A1 ⊂ B1 and thus ~dH(A1, B1) = 0,
it holds that ~dH(B1, A1) > 0. The (undirected) Hausdorff distance is symmetric and defined
as dH(A, B) := max

{
~dH(A, B), ~dH(B, A)

}
. In this paper, we investigate the computational

complexity of deciding whether the Hausdorff distance of two sets is at most a given threshold.

Semi-Algebraic Sets. The algorithmic complexity of the Hausdorff distance clearly depends
on the type of the considered sets. If we are given the sets in a way that we cannot even
decide if they are empty, it seems near impossible to compute their Hausdorff distance.
However, if the sets consists of finitely many points, their Hausdorff distance can be easily
computed by checking all pairs of points. In practice, we are often somewhere between those
two extreme situations. For instance, the sets could be a collection of disks in the plane or
cubic splines, describing a surface in three dimensions, see also Fig. 3.

Figure 3 The Hausdorff distance can appear in simpler or more complicated settings. Left: Two
finite point sets (black and white) in the plane. Middle: Two sets of blue and red disks in the plane.
Right: Two surfaces in 3-space with different meshes, image taken from [20].

In this paper, we focus on semi-algebraic sets, i.e., sets that can be described by polynomial
inequalities. Formally, a semi-algebraic set is the finite union of basic semi-algebraic sets. A
basic semi-algebraic set S is specified by two families of polynomials P and Q such that

S =
{

x∈Rn
∣∣ ∧

P∈P
P (x) ≤ 0 ∧

∧

Q∈Q
Q(x) < 0

}
.

Semi-algebraic sets cover clearly the vast majority of practical cases and finding efficient
algorithms for this problem would be a tremendous contribution. Simultaneously, when
considering smooth sets, one is quickly in the situation that one needs to deal with polynomials
anyway. So the step to general semi-algebraic sets is not a very big one.

General Decision Algorithm. We consider a situation where we are given two semi-algebraic
sets A and B as well as a threshold t; for simplicity, we assume here (only in this paragraph)
that A and B are closed. The statement ~dH(A, B) ≤ t can be encoded into a logical sentence

∀a∈A .∃b∈B : ‖a− b‖2 ≤ t2,
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where ‖x‖ denotes the Euclidean norm of the vector x. We can decide the truth of this
sentence by employing sophisticated algorithms from real algebraic geometry that can deal
with two blocks of quantifiers [5, Chapter 14]. These algorithms are impractical for all
non-trivial instances. Our main result roughly states that in general there is little hope for
an improvement. To state this formally, we continue by defining suitable complexity classes.

Algorithmic Complexity. Let ϕ be a quantifier-free formula in the first-order theory of the
reals, i.e., a formula formed over the alphabet Σ = {0, 1, +, ·, =,≤, <,∨,∧,¬} together with
symbols for the variables. The Universal Existential Theory of the Reals (UETR)
asks to decide the truth value of a sentence

Φ := ∀X ∈Rn .∃Y ∈Rm : ϕ(X, Y ).

An instance of UETR belongs to Strict-UETR if the corresponding formula ϕ is over
the alphabet Σ = {0, 1, +, ·, <,∨,∧}, i.e., if every atom is a strict inequality and there
are no negations. The complexity classes ∀∃R and ∀∃<R contain all decision problems for
which there exists a polynomial-time many-one reduction to UETR and Strict-UETR,
respectively. We propose to pronounce the complexity classe ∀∃R as ‘UER’ or ‘forall exists
R’ and ∀∃<R as ‘Strict-UER’ or ‘strict forall exists R’. To the best of our knowledge, ∀∃R
was first introduced by Bürgisser and Cucker [9, Section 9] under the name BP0(∀∃) (in the
constant-free Blum-Shub-Smale-model [6]). The notation ∀∃R arised later in [13] extending
the notation from Schaefer and Števankovič [19]. The sister class co-∀∃<R = ∃∀≤R was first
studied by D’Costa, Lefaucheux, Neumann, Ouaknine and Worrel [12].

Problem and Results. We now have all ingredients to state our problem and main results.
Let ΦA(X) and ΦB(X) be two quantifier-free formulas defining the semi-algebraic sets
A = {x∈Rn | ΦA(x)} and B = {x∈Rn | ΦB(x)}, and let t ∈ Q be a rational number. The
Hausdorff problem asks whether dH(A, B) ≤ t. Here the dimension n of the ambient space
of A and B is part of the input (there is a polynomial-time algorithm for every fixed n, see
the related work in Section 2). The computational complexity of this problem was posed as
an open question by Dobbins, Kleist, Miltzow and Rzążewski [13].

I Theorem 1.1. The Hausdorff problem is ∀∃<R-complete.

Note that prior to our result, it was not even known if computing the Hausdorff distance
was NP-hard. As ∀∃<R contains, NP, co-NP, ∃R and ∀R, we also get hardness for all of
these complexity classes. In the proof of ∀∃<R-hardness for Theorem 1.1, we create instances
with some additional properties. In particular, we can guarantee a gap, i.e., the Hausdorff
distance is either below the threshold t or at least t · 22Ω(d) , where d denotes the number of
variables of ΦA and ΦB . Thus our result also rules out approximation algorithms.

I Corollary 1.2. Let A and B be two semi-algebraic sets in Rd and f(d) = 22o(d) . Then there
is no polynomial time f(d)-approximation algorithm to compute dH(A, B), unless P = ∀∃<R.

2 Related Work

This section reviews previous work concerning two directions. First, we discuss the complexity
of computing the Hausdorff distance for special sets. Afterwards, we investigate previous
work on the complexity class ∀∃R.
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Computing the Hausdorff Distance. The notion of the Hausdorff distance was introduced
by Felix Hausdorff in 1914 [16]. Most of the early works focused on the Hausdorff distance
for finite point sets. For a set of n points and a set of m points in any fixed dimension, the
Hausdorff distance can be easily computed by checking all pairs, i.e., in time O(mn). In the
plane, this can be improved to O((n + m) log(m + n)) by using Voronoi diagrams [1]. In fact,
this method can be extended to sets consisting of pairwise non-crossing line segments in the
plane, e.g., simple polygons and polygonal chains fulfill this property. If the polygons are
additionally convex, their Hausdorff distance can even be computed in linear time [4].

More generally, the Hausdorff distance can be computed in polynomial time whenever
the two sets can be described by a simplicial complex of fixed dimension. Based on the
PhD thesis of Godau [15], Alt et al. [2, Theorem 3.3] show how to compute the directed
Hausdorff distance between two sets in Rd consisting of n and m k-dimensional simplices in
time O(nmk+2) (assuming d is constant). Using a Las Vegas algorithm for computing the
vertices of the lower envelope, similar ideas yield an approach with randomized expected
time in O(nmk+ε) for k > 1 and every ε > 0 [2, Theorem 3.4]. They additionally present
algorithms with better randomized expected running times for sets of triangles in R3 and
point sets in Rd.

Given two semi-algebraic sets A, B ⊆ Rn, the Hausdorff problem can be encoded
as a sentence of the form ∀X ∈ Rn .∃Y ∈ Rn : ϕ(X, Y ) with Θ(n) variables, where ϕ is
quantifier-free. Such a sentence can be decided in time roughly equal to (sd)O(n2) [5, Theorem
14.14] where d denotes the maximum degree of any polynomial in ϕ and s denotes the number
of atoms.

In other contexts the two sets are allowed to undergo certain transformations (e.g.
translations) such that the Hausdorff distance is minimized [8]. See Alt [3] for a survey.

Universal Existential Theory of the Reals. As mentioned above, the complexity class ∀∃R
was first studied by Bürgisser and Cucker who prove complexity results for many decision
problems involving circuits [9]. Dobbins, Kleist, Miltzow, and Rzążewski [14, 13] consider
∀∃R in the context of area-universality of graphs. A plane graph is area-universal if for
every assignment of reals to the inner faces of a plane graph, there exists a straight-line
drawing such that the area of each inner face equals the assigned number. Dobbins et
al. conjecture that the decision problem whether a given plane graph is area-universal is
complete for ∀∃R. They support this conjecture by proving hardness for several related
notions [13]. Additionally, for future research directions, they present a number of candidates
for potentially ∀∃R-hard problems. Among them, they stated a question motivating this
paper as an open problem, namely whether the Hausdorff problem is ∀∃R-complete. The
other candidates exhibit intrinsic connections to imprecision, robustness and extendability.

The sister class ∃∀R was recently investigated by D’Costa et al. [12]. They show that it
is ∃∀≤R-complete to decide for a given rational matrix A and a compact semi-algebraic set
K ⊆ Rn, whether there exists a starting point x ∈ K such that xn := Anx is contained in K

for all n ∈ N .

3 Techniques and Proof Overview

In this section, we present the general idea behind the hardness reduction for the Hausdorff
problem. The goal is to convey the intuition and to motivate the technical intermediate steps
needed. The sketched reduction is oversimplified and thus neither in polynomial time nor
fully correct. We point out both of these issues and give first ideas on how to solve them.
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x
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x

y(a) (b)

Figure 4 Consider the formula ∀X ∈R .∃Y ∈R : XY > 1. (a) Each point (x, y)∈R2 in the blue
open region satisfies xy > 1. Only for x = 0 (in red) no suitable y∈R exists. (b) Restricting the
range of Y to [−1, 1], then for all x∈ [−1, 1] (in red) no y with xy > 1 exists.

Let Φ := ∀X ∈Rn .∃Y ∈Rm : ϕ(X, Y ) be a Strict-UETR instance. We define two sets

A := {x∈Rn | ∃Y ∈Rm : ϕ(x, Y )} and
B := Rn

and ask whether dH(A, B) = 0. If Φ is true, then A = Rn and we have dH(A, B) = 0 because
both sets are equal. Otherwise, if Φ is false, then there exists some x∈Rn for which there
is no y∈Rm satisfying ϕ(x, y) and we conclude that A 6= Rn. In general we call the set of
all x∈Rn for which there is no y ∈Rm satisfying ϕ(x, y) the counterexamples ⊥(Φ) of Φ.
One might hope that ⊥(Φ) 6= ∅ is enough to obtain dH(A, B) > 0, but this is not the case.
To this end, consider the formula Ψ := ∀X ∈ R .∃Y ∈ R : XY > 0, which is false. The
set ⊥(Ψ) = {0} contains only a single element, so we have A = R \ {0} and B = R. However,
their Hausdorff distance also evaluates to dH(A, B) = 0. We conclude that above reduction
does not (yet completely) work, because it maps a yes- and a no-instances of Strict-UETR
to a yes-instance of Hausdorff.

We solve this issue by blowing up the set of counterexamples. Specifically, Theorem 12
(in the full version) establishes a polynomial time algorithm to transform a Strict-UETR
instance Φ into an equivalent formula Φ′ such that the set of counterexamples is either empty
(if Φ′ is true) or contains an open ball of positive radius (if Φ′ is false). The radius of the
ball serves as a lower bound on the Hausdorff distance dH(A, B). Thus a reduction starting
with Φ′ is correct. As a key tool for this step, we restrict the variable ranges from Rn and Rm

to small and compact intervals. Fig. 4 presents an an example on how such a range restriction
may enlarge the set of counterexamples from a single point to an interval. We think that the
special property of blown up counterexamples can prove useful in future reductions to show
∀∃<R-hardness of other problems because it makes handling the no-instances easier.

A further challenge is given by the definition of the sets A and B. While the description
complexity of B depends only on n, the definition of A contains an existential quantifier.
This is troublesome because our definition of the Hausdorff problem requires quantifier-
free formulas as its input, and in general there is no equivalent quantifier-free formula of
polynomial length which describes the set A [11]. We overcome this issue by taking the
existentially quantified variables as additional dimensions into account. We cannot know
their precise values for each possible choice of the universally quantified variables. But by
scaling them to a tiny range, their influence on the Hausdorff distance becomes negligible.
Therefore instead of the above we work with sets similar to

A := {(x, y)∈ [−1, 1]n × [−ε, ε]m | ϕ(x, y)} and
B := [−1, 1]n × {0}m
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1:6 The Complexity of the Hausdorff Distance

for some tiny value ε depending on the radius r (of the ball contained in the counterexamples).
This definition of A and B introduces the new issue that even if Φ is true, the Hausdorff
distance dH(A, B) might be strictly positive. However, we manage to identify a threshold t,
such that dH(A, B) ≤ t if and only if Φ is true. This completes the proof of ∀∃<R-hardness.
∀∃<R-membership is shown by formulating the Hausdorff problems as an equivalent

Strict-UETR instance (see Section 6 of the full version).
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Abstract
Placing a minimum number of guards on a given watchman route in a polygonal domain is called
the minimum vision points problem. We prove that finding the minimum number of vision points on
a shortest watchman route in a simple polygon is APX-Hard. We then extend the proof to the class
of rectilinear polygons having at most three dent orientations.

1 Introduction

The problem of guarding polygonal domains is known as the Art Gallery Problem. A guard
is a point in the domain and the visibility of the guard is defined to be those points that can
be reached from the guard by line segments that do not intersect the exterior of the domain.
When the domain is a simple polygon, Aggarwal [2] and Lee and Lin [13] independently
prove that finding the minimum number of guards is NP-hard; see also O’Rourke [16], this is
later strengthened to APX-hardness and ∃R-hardness [1, 5, 10].

Computing the watchman route is another way to solve the guarding problem. A
watchman route is a closed tour traced by a moving guard who sees the complete polygon
while tracing the tour. There exist polynomial time algorithms that compute the shortest
watchman route for simple polygons [9, 17, 18].

Surveillance devices that trace the watchman route to guard a polygonal domain may be
unable to accurately engage their vision systems continuously and could potentially only do
so at discrete points along the tour. Such points are called vision points. The optimization
problem of finding a minimum number of vision points on a shortest watchman route is
denoted the minimum vision points problem (mvpp) and is the focus of our current results.

Carlsson et al. [7] prove the NP-hardness of finding a minimum number of vision points
on a shortest watchman route in a simple polygon. Algorithmic results for special classes of
polygons for which the watchman route is a shortest path between two points have also been
developed [6, 7]; see also Ghosh and Burdick [11] for results for polygons with holes.

We show that mvpp is APX-hard for simple polygons and extend the result to also hold
for rectilinear polygons having three dent orientations [8, 14, 15].

2 A Reduction for Simple Polygons

We make a gap preserving reduction [3] from max2sat(3) to mvpp in simple polygons,
where max2sat(3) is the following problem.

max2sat(3)
Instance: a set of n boolean variables u1, . . . , un and a set of m clauses c1, . . . , cm,

38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
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u3

q1

(u1 ∨ ū2) (u2 ∨ ū3)

ū2u1 ū1 u2

q2

ū3

x

Figure 1 The corresponding mvpp instance for the max2sat(3) instance (u1 ∨ ū2), (u2 ∨ ū3).

each consisting of a disjunction of exactly two distinct literals formed from the n
variables such that each variable occurs at most three times in the clauses.
Solution: an assignment to the variables that satisfies the largest number of clauses.

We can assume that no variable occurs only non-negated or negated in the clauses, otherwise
we simply assign it the appropriate truth value to satisfy those clauses it is contained in. Since
a variable then occurs two or three times in the clauses, there is one version, non-negated or
negated, that occurs exactly once. We call this the lone literal of the variable. We also assume
that at least one variable occurs three times in the clauses and without loss of generality
that u1 is such a variable with ū1 as the lone literal in clause c1. This will be used later to
argue the structure of a canonical set of vision points.

I Lemma 2.1. For an instance of max2sat(3) having n variables and m clauses, such that
M of them are satisfiable, it holds that: 1. n ≤ m, 2. M ≥ 3m/4, and 3. there is a solution
of size at least M such that any unsatisfied clause consists only of lone literals.

Proof. Claim 1. holds since each variable appears as at least two literals in the clauses.
For Claim 2., a random assignment will satisfy each clause with probability 3/4 so in

total 3m/4 clauses are satisfied in expectation. Therefore, least one assignment must exist
having at least 3m/4 clauses satisfied.

For Claim 3., any unsatisfied clause that contains a non-lone literal can be satisfied by
reversing the assignment of that variable. Only the clause containing the lone literal can
become unsatisfied by this so the number of satisfied clauses does not decrease. J

We call a solution to a max2sat(3) instance that obeys Claims 1., 2., and 3. in Lemma 2.1,
locally maximal.

We modify the NP-hardness proof by Aggarwal [2] and Lee and Lin [13] in the same way
as Carlsson et al. [7]; see Figure 1. The original NP-hardness proof constructs a reduction
polygon for a max2sat(3) instance consisting of a base rectangle with clause gadgets along
the upper segment and variable gadgets along the lower segment. Each clause gadget ck is a
structure with two chimneys corresponding to the literals in the clause having a designated
point qk that is seen using two guards if and only if the clause is satisfied. Each variable
gadget consists of two wells, visible from the point x, one corresponding to the literal ui

and the other corresponding to the literal ūi. Each variable gadget has a spike t, the only
vertices seeing t being its adjacent vertices along the polygon boundary and the two vertices
vi and v′i marked red in Figure 2. Each literal chimney in a clause ck has two red vertices
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Figure 2 Connecting variables and clauses in the construction.

rik and r′ik that see it and they are connected to the corresponding variable gadget of ui.
For the clause ck = (li ∨ lj) the literal chimney of li is connected to variable gadget ui by
adding spikes sik and s′ik depending on whether li is ui or ūi as illustrated in Figures 2(a)
and (b). At least one guard in the clause gadget ck must be placed at the lower vertex r′ik or
r′jk to see both the chimney and the point qk, the rightmost point of the clause gadget. The
chimney is made thin enough so that no point sees the top yik of more than one chimney;
see Figures 1 and 2.

To adapt the construction for mvpp, we extend it by adding two caves (thin corridors
each with a 90◦ bend) to each clause structure, one at the top of each chimney, one cave is
added at the bottom of each well structure, and three extra caves, on the top right sides of
the well structures and one at x, are also added. This gives us 2n+ 2m+ 3 caves. To guard
the polygon using vision points, the shortest watchman route must enter each of the caves
and thus has a vision point in each cave, these are marked green in Figures 1 and 2. The
caves tie down the shortest watchman route to ensure that the route passes the critical guard
points that are used in the constructions of Aggarwal [2] and Lee and Lin [13]. These critical
guard points are marked red in Figures 1 and 2. The polygon and shortest watchman route
have polynomial sized descriptions in the size of the max2sat(3) instance.

Disregarding the vision points in the caves, each clause gadget requires at least two more
vision points (and at most three) and each variable gadget requires at least one vision point
given a vision point at x. Thus, if an assignment to the max2sat(3) instance satisfies M
clauses, we can guard the polygon using V = 2n + 2m + 3 + n + 2M + 3(m −M) + 1 =
3n+ 5m−M + 4 vision points by placing one in each cave, one at x, one on the critical guard
point corresponding to the assigned truth value in the variable gadget, one on the matching
critical guard point of each literal chimney and, if the clause ck is not satisfied, one extra
vision point at the rightmost of the critical guard points r′ik in the clause structure to see qk.
We call such a placement a canonical vision point set and prove that we can assume that any
vision point set is canonical. (A canonical vision point set is given in Figure 1 consisting of
the cave guards in green, the point x and the subset of red points that have white centers.)

Given a set of vision points, we modify it to be canonical without increasing its size as
follows. Clearly each green point must be a vision point otherwise not all caves are seen. We
can also assume that point x is a vision point, otherwise each variable gadget must have
two further vision points and, since each clause gadget must also have two further vision
points, we obtain at least 4n+ 4m+ 3 vision points. Without loss of generality, these are the
critical guard points vi and v′i in the variable gadgets and r′ik and r′jk in each clause gadget
ck = (li ∨ lj), giving exactly 4n+ 4m+ 3 vision points guarding the polygon. Since u1 occurs
in three clauses and has ū1 as lone literal in clause c1, we remove the vision point at v′1,
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place it at x, and move the vision point at r′1,1 to r1,1 if necessary, thus neither decreasing
coverage nor increasing the size of the vision point set.

The top point yik of a clause gadget chimney of li in clause ck sees two connected
components of the watchman route that we denote w and w′, w containing yik. The
component w contains the chimney’s two critical guard points rik and r′ik, r′ik seeing qk. If w′
contains vision points, we move them to r′ik, if the path from yik to rik of w contains vision
points, we move them to rik, and if the path from yik to r′ik of w contains vision points, we
move them to r′ik. If r′ik has a vision point after these moves, we remove all other vision
points that see yik (except the green cave one), otherwise we keep one at rik. Together with
x, this vision point will guard at least as much as the original vision points on w and w′
(except for a disregardable portion of the other literal chimney in the clause gadget).

The apex of the spike t in a variable gadget ui sees three connected components of the
watchman route. We denote these by w1, w2, and w3 in increasing order of distance to t and
note that w2 contains critical guard point vi and w3 contains v′i. If w1 or w2 have vision
points, we move them to vi and if w3 has vision points, we move them to v′i and remove any
duplicates from vi and v′i. Together with x, these points will guard at least as much as the
original vision points on w1, w2, and w3. If both vi and v′i have vision points, we remove the
one that corresponds to the lone literal in the clause gadget of some clause ck and place one
at r′ik unless point qk is already seen by the other vision points in the clause gadget. The
process described above never adds vision points so the size of a canonical vision point set is
no larger than the original set. We state this as a lemma.

I Lemma 2.2. Any vision point set on a shortest watchman route in a reduction polygon
can be transformed to a canonical vision point set of no larger size than the original set.

Berman and Karpinski [4] show that it is NP-hard to approximate max2sat(3) by a
factor 2012/2011 − ε, for any ε > 0. Assume from the discussion above that we have a
polynomial time approximation algorithm for mvpp that produces V = 3n+ 5m−M + 4
canonical vision points for some value M . We can assume that M corresponds to some
locally maximal solution of the max2sat(3) instance for which the optimum is Mopt. Given
an optimal solution to the max2sat(3) instance, we construct a canonical vision point set
in the reduction polygon by assigning vision points according to the truth values in the
max2sat(3) solution. Let V ′ = 3n+ 5m−Mopt + 4 be the number of vision points placed
in this way in the reduction polygon and let Vopt be the minimum number of vision points in
the reduction polygon. Since V ′ ≥ Vopt, Mopt/M ≥ 2012/2011− ε, and m ≥ 4, we have by
Lemmata 2.1 and 2.2 the ratio

V

Vopt
≥ V

V ′
= 3n+ 5m−M + 4

3n+ 5m−Mopt + 4 ≥
9m−M

9m−M(2012/2011− ε) ≥
22121
22120 − δ, (1)

for any δ > 0 dependent on ε, which proves the APX-hardness of mvpp in simple polygons.

3 The mvpp in Rectilinear Polygons with Three Dents

The concept of dents in rectilinear polygons was introduced by Culberson and Reckhow [8]
and Motwani et al. [14, 15] and they develop algorithms for orthogonal covering problems
in rectilinear polygons with restricted number of dent orientations. A dent in a rectilinear
polygon is simply a boundary edge where both endpoints are reflex. Thus, we identify dents
with four different orientations, north, south, east, and west; see Figure 3(a).

Monotone rectilinear polygons have dents of one or two (opposite) orientations and
for these, optimal linear time algorithms for mvpp exist [6, 7]. We settle the complexity
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north
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eastwest

(a)
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(b)

Figure 3 Illustrating the concepts of dents and the rectilinear spike emulator.
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Figure 4 Illustrating the variable and clause gadgets in the rectilinear construction. Spikes at
sik, s′

ik, and qk are replaced by small rectilinear spike emulators.

status for polygons with three dent orientations here but for rectilinear polygons having
two (non-opposite) dent orientations the complexity status remains unknown. This should
be contrasted with the classical art gallery problem, where linear time algorithms for
computing the minimum number of point guards exist only for rectilinear polygons having
one dent orientation (histograms) [7], for rectilinear polygons having two non-opposite dent
orientations, the art gallery problem can be shown to be APX-hard by modifying the proof
by Brodén et al. [5]. For the classical art gallery problem, the complexity is unknown for
rectilinear monotone polygons having two opposite dent orientations.

We modify the reduction introduced in the previous section to be rectilinear and further-
more to only contain dents of three different orientations. To this end, we introduce the
rectilinear spike emulator, also used by Katz and Roisman [12]. A spike as used in Section 2
is a thin corridor that can only be seen along a thin visibility cone. We can emulate the
effect with a rectilinear gadget as shown in Figure 3(b) using one extra guard (green in the
figure) and, as long as the original spike has reflex vertices with larger x-coordinates than its
convex vertices, the rectilinear spike gadget never introduces an east dent.

As in Section 2, each variable gadget consists of two rectilinear wells, corresponding to the
literals ui and ūi. The point x is not necessary, since each well is covered by a green guard
at the bottom. Each variable gadget has a rectilinear spike t seen by the two critical guard
points vi and v′i marked red in Figure 4. As before, each clause gadget has two rectilinear
chimneys corresponding to the literals in the clause and each chimney in a clause ck has two
critical guard points rik and r′ik that see it and they are connected to the corresponding
variable gadget of ui by adding rectilinear spike emulators sik and s′ik as illustrated in
Figure 4. Again, we note that at least one guard in a clause gadget ck = (li ∨ lj) must be
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q1

u1

q2

u2 ū2 u3 ū3

(u2 ∨ ū3)

ū1

(u1 ∨ ū2)

x

Figure 5 A rectilinear mvpp instance for the max2sat(3) instance (u1 ∨ ū2), (u2 ∨ ū3).

placed at the lower vertex r′ik or r′jk to see both the chimney and the point qk, placed in
rectilinear spike emulator at the top edge of the clause gadget; see Figure 4.

We add caves at the top of the chimneys, at the bottom of the variable gadgets, on
the right side of the base rectangle and two caves, ensuring that these do not introduce
east dents. These tie down the shortest watchman route to make it pass all the critical
guard points. The convex vertices of the shortest watchman route each require a vision
point, giving us 2n + 8m + 2 such green vision points. In the same way as in Section 2,
we can argue that any algorithm produces a canonical vision point set consisting of V =
2n+ 8m+ 2 +n+ 2M + 3(m−M) = 3n+ 11m−M + 2 vision points, choosing the remaining
ones from the set of critical guard points; see Figure 5 for a full example of a canonical vision
point set consisting of the green points and the subset of the red points that have white
centers in a rectilinear polygon with three dent orientations.

Using the result by Berman and Karpinski [4], that it is NP-hard to approximate
max2sat(3) by a factor 2012/2011− ε, for any ε > 0, we obtain as before the ratio

V

Vopt
≥ 3n+ 11m−M + 2

3n+ 11m−Mopt + 2 ≥
15m−M

15m−M(2012/2011− ε) ≥
38209
38208 − δ, (2)

for any δ > 0 dependent on ε, proving the APX-hardness of mvpp in rectilinear polygons
having three dent orientations.
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Abstract
This paper studies a variant of the Art Gallery problem in which the “walls" can be replaced by
reflecting edges, which allows the guard to see further and thereby see a larger portion of the gallery.

Chao Xu proved that although reflection helps the visibility of guards to be expanded, similar to
the normal guarding problem, even considering r specular reflections we may need ⌊ n

3 ⌋ guards to
cover the polygon, where r is the number of times the visibility ray from a guard may reflect on edges.
In this article, we prove that considering r diffuse reflections the minimum number of vertex or
boundary guards required to cover a given simple polygon P decreases to ⌈ α

1+⌊ r
4 ⌋ ⌉, where α indicates

the minimum number of guards required to cover the polygon without reflection. Furthermore, we
generalize the O(log n)-approximation ratio algorithm of the vertex guarding problem to work in
the presence of reflection. For a bounded r, the generalization gives a polynomial-time algorithm
with O(log n)-approximation ratio for several special cases of the generalized problem.

1 Introduction

Consider a simple polygon P with n vertices. Suppose int(P) denotes P’s interior. Two
points x and y are visible to each other, if and only if the relatively open line segment xy lies
completely in int(P). The visibility polygon of a point q in P , denoted as VP(q), consists of
all points of P visible to q. Many problems concerning visibility polygons have been studied
so far. There are linear time algorithms to compute VP(q) ([9], [15]). Edges of VP(q) that
are not edges of P are called window.

If some of the edges of P are made into mirrors, then VP(q) may enlarge. Klee first
introduced visibility in the presence of mirrors in 1969 [13]. He asked whether every polygon
whose edges are all mirrors is illuminable from every interior point. In 1995 Tokarsky
constructed an all-mirror polygon inside which there exists a dark point [18]. Visibility with
reflecting edges subject to different types of reflections has been studied earlier [5]:
1. Specular-reflection in which the direction light is reflected is defined by the law-of-reflection.

Since we are working in the plane, this law states that the angle of incidence and the
angle of reflection of the visibility rays with the normal through the polygonal edge are
the same.

2. Diffuse-reflection that is to reflect light with all possible angles from a given surface.
The diffuse type is where the angle between the incident and reflected ray may assume
all possible values between 0 and π. So, a segment’s endpoints that reflect light with
diffuse-type defined here will not reflect light behind that segment.

We may count on a single reflection or multiple reflections per visibility ray in each type
of reflection. Some papers have specified the maximum number of allowed reflections via
reflectors in between [4]. In multiple reflections, we restrict the path of a ray coming from
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
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the viewer to turn at the polygon boundary more than one time. We denote the allowed
number of reflections by r. Each time this ray will reflect based on the type of reflection
specified in a problem (specular or diffuse).

Every edge of P can potentially become a reflector. We can assume that all edges are
reflecting edges. However, the viewer can only see some edges of P . When we talk about an
edge, and we want to consider it as a reflector, we call it a reflecting edge (or a mirror-edge
considering specular reflections). We use the words “reflecting edge" and “reflected" in general,
but the word “mirror" is used only when we deal with specular reflections.

Two points x and y inside P can see each other through a reflecting edge e, if and
only if they are reflected-visible with a specified type of reflection. We call these points
reflected-visible (or mirror-visible).

The Art Gallery problem is to determine the minimum number of guards that are sufficient
to see every point in the interior of an art gallery room. The art gallery can be viewed as
a polygon P of n vertices, and the guards are stationary points in P. If guards are placed
at vertices of P, they are called vertex guards. If guards are placed at any point of P, they
are called point guards. If guards are allowed to be placed along the boundary of P, they
are called boundary guards (on the perimeter). To know more details on the history of this
problem see [19]. For guarding simple polygons, the problem was proved to be NP-complete
for vertex guards by [16]. This proof was generalized to work for point guards by [1]. Ghosh [7]
provided an O(log n)-approximation algorithm for guarding polygons with or without holes
with vertex guards. King and Kirkpatrick obtained an approximation factor of O(log(OPT))
for vertex guarding simple polygons [12]. They presented an O(log log(OPT))-approximation
algorithm for guarding simple polygons, using either vertex guards or perimeter guards.

1.1 Our Settings
Every guard can see a point if it is directly visible to it or if it is reflected-visible. This is a
natural and non-trivial extension of the classical art gallery setting. The problem of visibility
via reflection has many applications in wireless networks. Also, reflection is a natural issue
in computer graphics, where a common rendering technique is to trace the path of light
arriving on each pixel of the screen, backwards through multiple reflections [6]. There is
a large literature on geometric optics (such as [3], [17]), and on the chaotic behavior of a
reflecting ray of light or a bouncing billiard ball (see, e.g., [2], [10], [11], [14]). Particularly,
regarding the art gallery problem, reflection helps in decreasing the number of guards (see
Figure 1). A special case of the this problem is described by Chao Xu in 2011 [23]. Since
we want to generalize the notion of guarding a simple polygon, if the edges become mirrors
instead of walls, the light loses intensity every time it gets reflected on the mirror. Therefore
after r reflections, it becomes undetectable to a guard. Chao Xu proved that regarding r

specular reflections, for any n there exist polygons with n vertices that need ⌊ n
3 ⌋ guards. For

more information on combining reflection with the art gallery problem see [22], [20], [21], [4],
and [5].

2 Regular Visibility vs Reflection

Under some settings, visibility with reflections can be seen as a general case of regular
visibility. For example, consider guarding a polygon P with vertex guards, where all the
edges of the polygons are diffuse reflecting edges, and r reflections are allowed for each
ray. Let S be the set of guards in an optimal solution, if we do not consider reflection.
Consider any guard v ∈ S. The visibility polygon VP(v) of v must have at least one window.
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Figure 1 This figure illustrates a situation where a single guard is required if we use reflection-
edges; Θ(n) guards are required if we do not consider reflection. Red segments illustrate the
reflected-edges.

Otherwise, v is the only guard of P. Consider such a window, say, w. Then there must be
another guard u ∈ S such that w lies in both VP(u) and VP(v). Then an edge e of VP(v)
adjacent to w must see u. This edge (e) must be a polygonal edge since w is a window. So, v

can see u by diffuse reflection through this edge. If u is a reflex-vertex, then through another
diffuse reflection by any of the two edges of the polygon incident on u, v can see the whole
of VP(u).

▶ Theorem 2.1. If P (a given polygon possibly with holes) can be guarded by α vertex-guards
without reflections, then P can be guarded by at most ⌈ α

1+⌊ r
4 ⌋ ⌉ guards when r diffuse reflections

are permitted.

To prove this theorem see the following lemmas first:

▶ Lemma 2.2. If there is no single guard that sees the whole (boundary and interior) of a
polygon P, then for every optimum vertex guard set S guarding P, if u ∈ S, then there is a
y( ̸= u) ∈ S such that u and y can see each other through one diffuse reflection. Furthermore,
u and y can fully see each other’s visibility polygons with four diffuse reflections.

Proof. Consider any vertex u of P. Since, by our assumption, u cannot see the whole of P,
VP(u) must have a window. This window must intersect the boundary of P to describe a
vertex (say, x) of VP(u) (see Figure 2). Since, by definition, visibility polygons are closed
regions, the visibility polygon of some other vertex guard (say, y) of P must contain x and a
non-zero region around x. So, making a polygonal edge of P containing x a reflecting edge
result in a diffuse reflection through which u can see y.

Two edges contain the vertex guard y. Since y sees a small region around x, x must see a
non-zero portion of the interior of at least one of these two edges. If x sees a non-zero portion
of both edges’ interiors, then through diffuse reflections on both edges, u sees VP(y). Now
suppose that x sees a non-zero portion of the interiors of only one edge (say, yc) containing
y. Call the other edge yd, considering a vertex d of P as its other endpoint. Extend the ray−→
dy. Suppose that −→

dy hits the boundary of P at a point q (see Figure 2). Then an interior
point of the edge containing q, very near to q, is visible from the interior of yc. So, by a
diffuse reflection through a polygonal edge containing c, yd is visible from u via three diffuse
reflections. Hence, by turning yd into a reflecting edge, VP(y) becomes visible to u via four
diffuse reflections.

Consider a special case where x, y, and a reflex-vertex of the polygon are collinear. In
such a case, y does not see an open neighborhood of x. Consider a point p on yx, where p

is closer to x. As there is a reflex-vertex on yx which is closer to y, y cannot see an open
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neighborhood of p, so this neighborhood must be covered by another guard that we can call
it u. Although an open neighborhood of x is not visible to y, one side of x is visible to y. If
we consider p close enough to x, the ray from u to p will hit the polygon boundary on that
same side that y sees. So, we can use this edge on the boundary, and u can see y with only
one diffuse reflection. So, again only four diffuse reflections are enough. ◀

u
y

x

q

d c

V P (y)

V P (u)

Figure 2 VP(y) is visible from u via four diffuse reflections. The reflecting edges are drawn in
red.

Now we build a graph G as follows. We consider the vertex guards in S as the vertices of
G, and add an edge between two vertices of G if and only if the two corresponding vertex
guards in S can see each other directly or through at most one reflection. We have the
following Lemma.

▶ Lemma 2.3. The graph G is connected.

Proof. Consider any two guards gi and gj of S. Draw a polygonal path π from gi to gj . The
path begins in VP(gi) and ends in VP(gj). Since S sees the whole of P, π always travels
through the visibility polygon of some or the other guard in S. Then π can travel through
two neighboring visibility polygons if and only if it travels through their intersection. This
means, by Lemma 2.2 and the definition of G, that if π travels consecutively through the
visibility polygons of two guards in S, then the corresponding vertices are adjacent in V .
Thus, there is a path between every pair of vertices in G. So, G is connected. ◀

Consider any optimum solution S of the Art Gallery problem on the polygon P, where
| S |= α. Build a graph G with the vertex guards in S as its vertices, and add an edge
between two vertices of G if and only if the two corresponding vertex guards in S can see
each other directly or through at most one reflection. Due to Lemma 2.3, G is connected.
Find a spanning tree T of G and root it at any vertex. Denote the ith level of vertices of
T by Li. Given a value of r, divide the levels of T into 1 + ⌊ r

4 ⌋ classes, such that the class
Ci contains all the vertices of all levels of T of the form Li+x(1+⌊ r

4 ⌋), where x ∈ Z+
0 . By

the pigeonhole principle, one of these classes will have at most ⌈ α
1+⌊ r

4 ⌋ ⌉ vertices. Again, by
Lemma 2.2, given any vertex class C of T , all of P can be seen by the vertices of C when x

diffuse reflections are allowed. The theorem follows.

▶ Corollary 2.4. The above bound (mentioned in Theorem 2.1) holds even if the guards are
allowed to be placed anywhere on the boundary of the polygon.

Proof. The proof follows directly from the proof of Theorem 2.1 since Lemmas 2.2 and 2.3
are valid for boundary guards as well. ◀
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▶ Observation 2.5. The above bound (mentioned in Theorem 2.1) does not hold in the case
of point guards.

Proof. See Figure 3. The two guards, colored red, see the whole of the polygons. Clearly, if
we seek to replace them with one guard and allow one reflection, then the new guard must
lie somewhere near the polygon’s lowest vertex. From there, it can see both the red guards.
On the left and right sides of the red guards are two funnels whose apices are visible only
from certain edges of their respective opposite funnels. These edges are not visible to any
point near the lowest vertex of the polygon. So, it is impossible for only one guard to see the
whole polygon through one reflection. For any given k, the funnels can be made narrower so
that even k reflections are not enough to see the whole polygon.

Figure 3 Two point guards cannot be replaced by one despite allowing reflections.

◀

To find an approximate solution to the vertex guard problem with r diffuse reflections,
we have a straight-forward generalization of Ghosh’s discretization algorithm in [8].

▶ Theorem 2.6. For vertex guards, the art gallery problem considering r reflections, for both
the diffuse and specular reflection are solvable in O(n4r+1+2) time giving an approximation
ratio of O(log n).

Proof. We begin by drawing all possible windows and decomposing the polygon into convex
polygons, as it is mentioned in [8]. Denote the set of these convex polygons by R0. Denote
the set of vertices of these convex polygons of R0, that lie on the boundary of P by Q0.
Note that in the initial step, zero diffuse reflections are considered. In the next step, allow a
single diffuse reflection for each ray. Each vertex’s visibility polygons are extended and have
new points on the boundary of P as their vertices. Join all such pairs of vertices, whenever
possible, by drawing windows, to get a new larger set of convex polygons. Denote the set of
convex polygons so obtained by R1, and the set of all their vertices lying on the boundary of
P by Q1. Analogously, we associate with i diffuse reflections the sets Ri and Qi.

For r diffuse reflections, as before, draw all possible windows from Qr−1 and compute the
minimal convex polygons formed as a result. Start by Updating Rr−1 to Rr and then update
Qr−1 to Qr by updating their constituent convex polygons and their vertices lying on the
boundary of P, respectively. The lines in Rr are formed by joining together the end-points
of the lines of Rr−1. So, the cardinality of Rr is at most 4|Rr−1|2. The cardinality of Qr is
at most |Rr|2, due to being formed by the intersections of the lines of Rr.
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Hence, by the argument in Theorem 2.1 of [8], the algorithm takes a total time of
O(n4r+1+2). The extra factor of 2 comes due to traversal following the method of [8] again.
Our algorithm also gives an approximation ratio of O(log n) due to being reduced from the
greedy algorithm of Set Cover.

◀

3 Conclusion

This paper addresses a variant of the art gallery guarding problem in which walls are assumed
to support diffuse reflections. It was previously established that mirrored walls (supporting
specular reflections) do not reduce the number of guards needed in the worst case, even
though in some cases, the number of guards required can be decreased substantially. The
number of boundary guards (or vertex guards) needed is reduced even in the worst case by
a factor proportional to the length r of diffuse reflection sequences permitted. For point
guards, it is shown that in some cases no reduction in the guarding number is possible using
diffuse reflections.

Various articles worked on approximating the art gallery problem. Accordingly, the
generalized version of the art gallery regarding either specular or diffuse reflection has to be
approximated by a suitable factor. In this article, we presented a O(log n)-approximation
factor considering both types of reflection that runs in O(n4r+1+2) time if at most r reflection
is allowed.
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Abstract
We shed new light on the long-standing open problem of efficiently testing rectilinear planarity of
series-parallel graphs (SP-graphs). Namely, we establish new results for a subfamily of such graphs,
called independent-parallel, where no two parallel components share a pole. When the maximum
degree of a vertex is three, a key ingredient behind the design of the known linear-time testing
algorithm for general SP-graphs is that one can restrict the attention to a constant number of
“rectilinear shapes” for each series or parallel component. To formally describe these shapes the
notion of spirality can be used. This key ingredient no longer holds for SP-graphs with vertices of
degree four, as we prove a logarithmic lower bound on the spirality of their components. Although
this bound holds even for independent-parallel SP-graphs, for this graph family we are able to design
a linear-time rectilinear planarity testing algorithm by carefully analyzing their spirality properties.

1 Introduction

Rectilinear planarity testing asks whether a planar 4-graph (i.e., with vertex-degree at most
four) admits a planar orthogonal drawing without edge bends. It is a classical subject of
study, at the heart of algorithms that compute bend-minimum orthogonal drawings, which
find applications in several domains (see, e.g. [4, 7, 11, 16, 17, 18]).

Rectilinear planarity testing in the variable embedding setting is NP-complete [14], it
belongs to the XP-class when parameterized by treewidth [6], and it is FPT tractable when
parameterized by the number of degree-4 vertices [9]. In the fixed-embedding setting (i.e.,
when the algorithm must preserve a given planar embedding), the problem can be solved in
subquadratic time for general graphs [2, 13], and in linear time for planar 3-graphs [20] and
for biconnected SP-graphs [8]. In the variable-embedding setting, linear-time solutions exist
only for planar 3-graphs [10, 15, 19, 21] and for outerplanar graphs [12]. A polynomial-time
solution for SP-graphs has been known for a long time [5], but establishing whether there is
a linear-time algorithm for this graph family remains a long-standing open problem [1]; to
date, the most efficient algorithm for n-vertex SP-graphs has complexity O(n3 log n) [6].

This paper sheds new light on this long-standing open problem, studying it along the lines
that led to linear-time testing algorithms for degree-3 SP-graphs [21] and for general planar
3-graphs [10]. We highlight some of the difficulties that stem from the degree-4 vertices
and show how to overcome them to design a linear-time algorithm for a class of degree-4
SP-graphs that properly includes all biconnected degree-3 SP-graphs. To better describe our
contribution, we briefly recall some fundamental aspects of these previous approaches.

In a nutshell, the linear-time algorithms of [10, 21] are based on recursive approaches
that, at each step, determine if a (series or parallel) component of the graph is rectilinear
planar by suitably combining rectilinear representations of its sub-components. For both
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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Figure 1 (a) Three orthogonal representations of the same component having spiralities 0, 1, 2,
respectively. In bold, an arbitrary path from the pole u to the pole v. A bend, depicted as a cross,
is needed for spirality 1. (b) A component that is rectilinear planar only for spiralities 0 and 4.

algorithms, a key ingredient to achieve linear-time complexity is that it is enough to consider
a constant number of rectilinear planar representations at each composition step. Another
key ingredient is that the “shapes” of these representations can be succinctly described in
O(1) space. In [10] the shape is described through the concept of spirality, a number that
specifies how much a rectilinear planar representation is “rolled up”. Roughly, the spirality
of a representation is the number of right minus left turns in any oriented path between the
poles of its corresponding component (see Fig. 1 for an example). Also the shapes considered
in [21] can be described in terms of spirality. Hence, the possible representations for each
component are succinctly described by a set of spirality values of constant size.

A first difficulty in extending the above approaches to degree-4 SP-graphs is that we
lose one of the key ingredients: As stated in Theorem 3.1, there exist n-vertex SP-graphs
whose rectilinear planar representations require components with Ω(log n) spirality. For these
instances a testing algorithm may need to consider Ω(log n) rectilinear planar representations
per component. To complicate matters even further, it is not obvious how to use the spirality
to construct a succinct description of these Ω(log n) representations. For example, the
component of Fig. 1a is rectilinear planar for spirality 0 and for spirality 2, but not for
spirality 1. As another example, the component of Fig. 1b is rectilinear planar for spirality 0
and 4, but not for any intermediate value of spirality. The absence of regularity is an obstacle
to the design of a succinct description based on whether a component is rectilinear planar
for consecutive spirality values.

We study SP-graphs of vertex-degree four where no two parallel components share a
pole, which we call independent-parallel SP-graphs; see Fig. 2a. The component in Fig. 1a
and the graphs used to prove the Ω(log n) spirality lower bound are independent-parallel.
By carefully analyzing the spirality properties of independent-parallel SP-graphs, we can
overcome the previously described difficulties and design a linear-time rectilinear planarity
testing for this graph family. The algorithm uses a set of composition techniques to compute
in constant time a succinct description of the rectilinear representations of each component.

2 Preliminaries

We assume familiarity with orthogonal drawings and representations, and with the concepts
of SP-graphs and SPQ-trees (see [4]). Testing whether a simple cycle is rectilinear planar is
trivial. Hence, we shall assume that G is a biconnected SP-graph different from a simple
cycle and we use a variant of the SPQ-tree called SPQ∗-tree (refer to Fig. 2).

In an SPQ∗-tree, each degree-1 node of T is a Q∗-node, and represents a maximal chain
of edges of G (possibly a single edge) starting and ending at vertices of degree larger than
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Figure 2 (a) An (independent-parallel) SP-graph G. (b) A rectilinear representation H of G.
(c) The SPQ∗-tree Tρ of G, where ρ represents the thick chain; Q∗-nodes are small squares; the
left-to-right order of the children of each P-node reflects the embedding of H. The components and
skeletons of nodes ν, µ, ϕ are shown: virtual edges are dashed and the reference is thicker.

two and passing through a sequence of degree-2 vertices only (possibly none). If ν is an S-
or a P-node, an edge of skel(ν) corresponding to a Q∗-node µ is virtual if µ is a chain of at
least two edges, else it is a real edge.

For any given Q∗-node ρ of T , denote by Tρ the tree T rooted at ρ. The chain of edges
represented by ρ is the reference chain of G with respect to Tρ. If ν is an S- or a P-node
distinct from the root child of Tρ, then skel(ν) contains a virtual edge that has a counterpart
in the skeleton of its parent; this edge is the reference edge of skel(ν). If ν is the root child,
the reference edge of skel(ν) is the edge corresponding to ρ. For any S- or P-node ν of Tρ,
the end-vertices of the reference edge of skel(ν) are the poles of ν and of skel(ν). We remark
that skel(ν) does not change if we change ρ. However, if ν is an S-node, its poles depend
on ρ; namely, if ρ′ is a Q∗-node in the subtree of Tρ rooted at ν, the poles of ν in Tρ′ are
different from those in Tρ. Conversely, the poles of a P-node stay the same independent of
the root of T . For a Q∗-node ν of Tρ (including ρ), the poles of ν are the end-vertices of the
corresponding chain, and do not change when the root of T changes. For any S- or P-node ν

of Tρ, the pertinent graph Gν,ρ of ν is the subgraph of G formed by the union of the chains
represented by the leaves in the subtree of Tρ rooted at ν. The poles of Gν,ρ are the poles
of ν. The pertinent graph of a Q∗-node ν (including the root) is the chain represented by
ν, and its poles are the poles of ν. Any graph Gν,ρ is also called a component of G (with
respect to ρ). If µ is a child of ν, we call Gµ,ρ a child component of ν. If H is a rectilinear
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representation of G, for any node ν of Tρ, the restriction Hν,ρ of H to Gν,ρ is a component
of H (with respect to ρ). Tree Tρ is used to describe all planar embeddings of G having the
reference chain on the external face. These embeddings are obtained by permuting in all
possible ways the non-reference edges of the skeletons of the P-nodes. For each P-node ν,
each permutation of the edges in skel(ν) corresponds to a different left-to-right order of the
children of ν in Tρ and of their associated components.
Independent-parallel SP-graphs. Let G be an SP-graph and let T be its SPQ∗-tree.
We say that G is independent-parallel if no two P-nodes of T have a pole in common (see,
e.g., Fig. 2a). Let ρ be a Q∗-node of T . For a pole w of a node ν of Tρ, let indegν(w) and
outdegν(w) be the degree of w inside and outside Gν,ρ, respectively. If G is independent-
parallel, each pole w of a P-node ν of Tρ is such that outdegν(w) = 1; if ν is an S-node,
either indegν(w) = 1 or outdegν(w) = 1. In all cases, outdegν(w) = 1 when indegν(w) > 1.

3 Results

Spirality of Independent-Parallel SP-graphs. Let G be a degree-4 SP-graph and let H

be a rectilinear planar representation of G. Let Tρ be a rooted SPQ∗-tree of G, let Hν,ρ be a
component of H, and let {u, v} be the poles of ν, conventionally ordered according to an
st-numbering of G, where s and t are the poles of ρ. Since we deal with independent-parallel
SP-graphs, outdegν(w) = 1 when indegν(w) > 1. Define the alias vertex w′ of w as follows:
If indegν(w) = 1, then w′ = w; else w′ is a dummy vertex that subdivides the edge incident
to w outside Hν,ρ. Let P uv be any simple path from u to v inside Hν,ρ and let u′ (resp. v′)
be the alias vertex of u (resp. of v). The path Su′v′ obtained concatenating (u′, u), P uv, and
(v, v′) is a spine of Hν,ρ. The spirality σ(Hν,ρ) of Hν,ρ in H is the number of right turns
minus the number of left turns along Su′v′ while moving from u′ to v′.

N + 2

G1

(a)

Gk−1 Gk−1 Gk−1

Gk

(b)

GL−1 GL−1 GL−1

GL

GL−1 GL−1 GL−1

GLp1

p2

G

(c)

(d)

Figure 3 (a)–(c) The graph family of Theorem 3.1, where L = N
2 + 1. (d) A rectilinear planar

representation of GL (computed by the GDToolkit library [3]), for N = 4; the two G0 components
with blue vertices have spirality N + 2 = 6 (left) and −(N + 2) = −6 (right), respectively.
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See, e.g., Fig. 1. Di Battista et al. [5] show that the spirality of Hν,ρ does not depend
on the choice of P uv; also any component of H can be replaced by another component
with the same spirality. In Fig. 2b, the spiralities of Hν,ρ, Hµ,ρ, and Hϕ,ρ are 2, -2, and 0,
respectively. For brevity, we shall denote by σν the spirality of a rectilinear representation
of Gν,ρ. We say that Gν,ρ admits spirality σν or, equivalently, that ν admits spirality σν ,
if there exists a rectilinear planar representation Hν,ρ with spirality σν in some rectilinear
planar representation H of G.

The proof of the lower bound of Theorem 3.1 uses an infinite family of graphs that
have components whose spirality is not bounded by a constant in any rectilinear planar
representation. The graph family is schematically illustrated in Fig. 3: For any even integer
N ≥ 2, we construct an independent-parallel SP-graph G with n = O(3N ) vertices whose
rectilinear planar representations require a component with spirality larger than N . Namely,
let L = N

2 + 1. For k ∈ {0, . . . , L}, let Gk be the SP-graph inductively defined as follows:
(i) G0 is a chain of N + 4 vertices; (ii) G1 is a parallel of three copies of G0, with coincident
poles (Fig. 3a); (iii) for k ≥ 2, Gk is a parallel composition of three series, each starting
and ending with an edge, and having Gk−1 in the middle (Fig. 3b). Graph G is obtained by
composing in a cycle two chains p1 and p2 of length three, with two copies of GL (Fig. 3c). In
any representation of G, at least one of the G0 components requires spirality larger than N .

▶ Theorem 3.1. For infinitely many integer values of n, there exists an n-vertex independent-
parallel SP-graph for which every rectilinear planar representation has a component with
spirality Ω(log n).

Rectilinear Planarity Testing. Let G be a rectilinear planar SP-graph, Tρ be a rooted
SPQ∗-tree of G, and ν ̸= ρ be a node of Tρ. The rectilinear spirality set Σν,ρ of ν in
Tρ (and of Gν,ρ) is the set of spirality values for which Gν,ρ admits a rectilinear planar
representation. We are able to prove that there is some regularity in the rectilinear spirality
sets of independent-parallel SP-graphs. Denote by Σ+

ν,ρ (resp. Σ−
ν,ρ) the subset of non-negative

(resp. non-positive) values of Σν,ρ. Clearly, Σν,ρ = Σ+
ν,ρ ∪ Σ−

ν,ρ. Note that, for any value
σν ∈ Σν,ρ, we also have that −σν ∈ Σν,ρ. Indeed, if Gν,ρ admits a rectilinear representation
with spirality σν for some embedding, by flipping this embedding around the poles of Gν,ρ,
we can obtain a rectilinear representation of Gν,ρ with spirality −σν . Hence, σν ∈ Σ+

ν,ρ if
and only if −σν ∈ Σ−

ν,ρ, and we can restrict the study of the properties of Σν,ρ to Σ+
ν,ρ, which

we call the non-negative rectilinear spirality set of ν in Tρ (or of Gν,ρ).
We prove that if G is an independent-parallel SP-graph, there is a limited number of

possible structures for the sets Σ+
ν,ρ. Let m < M be two non-negative integers: (i) [M ] is a

trivial interval and denotes the singleton {M}; (ii) [m, M ]1 is a jump-1 interval and denotes
the set of all integers in the interval [m, M ]; (iii) If m and M have the same parity, [m, M ]2
is a jump-2 interval and denotes the set of values {m, m + 2, . . . , M − 2, M}.

▶ Theorem 3.2. Let G be a rectilinear planar independent-parallel SP-graph and let Gν,ρ

be a component of G. The non-negative rectilinear spirality set Σ+
ν,ρ of Gν,ρ has one the

following six structures: [0], [1], [1, 2]1, [0, M ]1, [0, M ]2, [1, M ]2.

Let G be a biconnected independent-parallel SP-graph that is not a simple cycle, T be its
SPQ∗-tree, and {ρ1, . . . , ρh} be the Q∗-nodes of T . Based on Theorem 3.2, for each possible
choice of the root ρ ∈ {ρ1, . . . , ρh}, the algorithm visits Tρ bottom-up in post-order and
computes, for each visited node ν, the non-negative spirality set Σ+

ν,ρ, based on the sets
of the children of ν. This computation is done in O(1) time. Σ+

ν,ρ is representative of all
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Figure 4 Component that admits spiralities 0,1,3,4,5. Spirality 2 needs a bend (×).

“shapes” that Gν,ρ can take in a rectilinear planar representation of G with the reference
chain on the external face. At the level of the root the test consists of verifying whether ν

and ρ admit spirality values σν ∈ Σ+
ν,ρ and σρ ∈ Σ+

ρ,ρ, respectively, such that σν + σρ = 4.
An O(n)-time testing algorithm over all choices of the root ρ is achieved by exploiting a
re-usability principle similar to the one in [10].

▶ Theorem 3.3. Let G be an independent-parallel SP-graph with n vertices. There exists an
O(n)-time algorithm that tests whether G is rectilinear planar.

It is not difficult to see that if the testing is positive, a rectilinear planar representation
of G can also be constructed in linear time by a variant of the technique described in [8]:
Visit Tρ top-down and for each node ν compute a target value of spirality in Σ+

ν,ρ, based on
whether ν is an S-node, a P-node, or a Q∗-node.

4 Final Remarks

The problem about whether the result of Theorem 3.3 can be extended to every SP-graph
remains open. We just observe here that the spirality set of a component of an SP-graph that
is not independent-parallel may not exhibit a behavior like the one described in Theorem 3.2.
For example, the component shown in Fig. 4 is rectilinear planar for all spirality values from
0 to 5 except 2.
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Abstract
Given a graph G = (V, E) with costs on its edges, the minimum-cost edge cover problem consists of
finding a subset of E covering all vertices in V at minimum cost. If G is bipartite, this problem can
be solved in time O(|V |3) via a well-known reduction to a maximum-cost matching problem on G.
If in addition V is a set of points on the Euclidean line, Collanino et al. showed that the problem
can be solved in time O(|V | log |V |) and asked whether it can be solved in time o(|V |3) if V is a
set of points on the Euclidean plane. We answer this in the affirmative, giving an O(|V |2.5 log |V |)
algorithm based on the Hungarian method using weighted Voronoi diagrams.

1 Introduction

Let G = (V, E) be a simple graph with no isolated vertices and with cost duv ≥ 0 for each
uv ∈ E. The minimum-cost edge cover problem consists of finding a subset C ⊆ E covering
all vertices in V at minimum cost d(C) =

∑
{u,v}∈C duv. We direct the interested reader to

a recent survey on exact and approximation algorithms for this and related problems [10].
Let C ⊆ E be a minimum-cost edge cover of G. To each v ∈ V , assign an edge e ∈ C

which covers v. Note that some edges will be assigned to two vertices, while the rest will be
assigned to exactly one vertex. Note further that the former constitute a matching M of G,
while each of the latter must be a minimum-cost edge incident to its assigned vertex. For
each v ∈ V , define dv to be the minimum cost among the edges incident to v and, for each
{u, v} ∈ E, define the reduced cost cuv = du + dv − duv. It follows that the cost d(C) of C

equals
∑

v∈V dv −
∑
{u,v}∈M cuv. Since the first term is constant, the cost d(C) is minimized

when the reduced cost c(M) of M is maximized. This O(|V |+ |E|) time transformation due
to Geelen (see [3, page 165]) implies that one can solve the minimum-cost edge cover problem
on general graphs in time O(|V |2|E|) using the blossom algorithm [5], and on bipartite graphs
in time O(|V ||E|) using a well-known improvement of the Hungarian method [6].

When G is bipartite, the minimum-cost edge cover problem has sometimes been studied
under the name many-to-many matching. In particular, Collanino et al. studied this problem
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when V is a set of points on the Euclidean line, that is, when the cost of edges between
points in different partitions are implicitly given by the Euclidean lengths of the respective
segments [2]. They showed that the problem can be solved in time O(|V | log |V |) and asked
whether it can be solved in time o(|V |3) if V is a set of points on the Euclidean plane.

Our main result is an affirmative answer to this question. The rest of this work is
structured as follows. In Section 2 we setup the Hungarian method and show that the use
of reduced costs implies that the dual variables are nicely bounded above. In Section 3 we
show how to modify the Hungarian method with reduced costs to avoid many dual updates.
In Section 4 we present our O(|V |2.5 log |V |) algorithm using weighted Voronoi diagrams.

2 The Hungarian Method with Reduced Costs

Let G be a complete bipartite graph with partition R = {r1, . . . , rn} and B = {b1, . . . , bm}
(n ≥ m). For each 1 ≤ i ≤ n and 1 ≤ j ≤ m, let c(ri, bj) be the cost of edge {ri, bj}. The
maximum-cost bipartite matching problem with cost c has a well-known formulation as a
pair of primal and dual linear programs with primal variables xi,j for each 1 ≤ i ≤ n and
1 ≤ j ≤ m and dual variables αi for each 1 ≤ i ≤ n and βj for each 1 ≤ j ≤ m. Any integral
solution of the primal corresponds to a matching M = {{ri, bj} : xi,j = 1}. Given a matching
M , we say that it covers the ends of its edges. We say that the vertices not covered by M

are exposed. An edge {ri, bj} such that αi + βj = c(ri, bj) is called an equality edge. In these
terms, we can write the complementary slackness conditions at primal-dual optimality as:
First condition Each edge {ri, bj} ∈M is an equality edge.
Second condition For each 1 ≤ i ≤ n, αi > 0 implies ri is covered.
Third condition For each 1 ≤ j ≤ m, βj > 0 implies bj is covered.
We say that vertex bj is bad if it fails the last condition, that is, if βj > 0 but it is exposed.

We follow the well-known Hungarian method for maximum-cost bipartite matching [8, 9],
that is, we construct a series of integral primal solutions and dual solutions satisfying the
first two complementary slackness conditions and, at the end, also the third complementary
slackness condition (no bad vertices). Our starting primal solution is xi,j ← 0 for all
1 ≤ i ≤ n, 1 ≤ j ≤ m (the empty matching M), and our starting dual solution is αi ← 0 for
all 1 ≤ i ≤ n and βj ← max{c(ri, bj) : 1 ≤ i ≤ n} for all 1 ≤ j ≤ m (if βj < 0, then βj ← 0).

A path is alternating if it consists of edges that are alternately in M and not in M .
An alternating path P is augmenting if it starts and ends in two distinct exposed vertices.
Observe that augmenting paths must start and end on distinct partitions. They are called
augmenting since M ′ = P△M is a matching larger than M . An alternating tree is a tree
rooted at an exposed vertex in B, such that all its paths from the root to its leaves are
alternating and consist of equality edges. If any such path P is augmenting, then M ′ = P△M

also satisfies the first two complementary slackness conditions.
Each iteration of the Hungarian method consists of growing a forest of alternating trees,

rooted at bad vertices and formed of equality edges, until the amount of bad vertices decreases.
The method stops when no bad vertices remain. There are at most m iterations. At the
start of each iteration, let S ̸= ∅ be the set of bad vertices of B, let F ← R, let T ← ∅, let
bs ∈ S be such that βs ≤ βj for all bj ∈ S, and let ϵ← βs > 0. As long as F is non-empty,
let {ri, bj} be an edge that achieves the minimum dual slack as

δ ← min{αi + βj − c(ri, bj) : ri ∈ F, bj ∈ S} (1)

Four mutually exclusive cases may occur:
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Case 1 (δ = 0 and ri is exposed): Edge {ri, bj} is an equality edge which is added to the
alternating forest. Furthermore, the path P from ri to the root bt of its alternating tree
is an augmenting path. Let M ←M△P . Now bt is not bad. Stop the iteration.

Case 2 (δ = 0 and ri is covered): In this case ri is matched in M to bk /∈ S. Edges
{bk, ri} ∈ M and {ri, bj} are equality edges which are added to the alternating forest.
Let F ← F \{ri}, T ← T ∪{ri}, and S ← S∪{bk}. If βk < ϵ, then let s← k and ϵ← βk.
Continue with the iteration.

Case 3 (ϵ > δ): Let αi ← αi + δ for each ri ∈ T , βj ← βj− δ for each bj ∈ S, and ϵ← ϵ− δ.
This keeps all equality edges in the alternating forest and creates at least one equality
edge. Continue with the iteration.

Case 4 (δ ≥ ϵ): Let αi ← αi + ϵ for each ri ∈ T , βj ← βj − ϵ for each bj ∈ S, and ϵ ← 0.
This keeps all equality edges in the alternating forest. Let P be the path from bs to the
root bt of its alternating tree. Let M ←M△P . Now bt is not bad. Stop the iteration.

In our case, we start with an instance of the minimum-cost edge cover problem where,
for each 1 ≤ i ≤ n and 1 ≤ j ≤ m, the original cost of edge {ri, bj} is given by d(ri, bj) ≥ 0.
Following the reduction, we compute the minimum cost of the edges incident to each vertex
of G. That is, for each 1 ≤ i ≤ n, let d(ri) = min{d(ri, bj) : 1 ≤ j ≤ m} and, for each
1 ≤ j ≤ m, let d(bj) = min{d(ri, bj) : 1 ≤ i ≤ n}. Finally, for each 1 ≤ i ≤ n and 1 ≤ j ≤ m,
the reduced cost of edge {ri, bj} is given by c(ri, bj) = d(ri) + d(bj)− d(ri, bj).

It turns out that, under these special conditions, the dual variables remain within certain
nice bounds during the execution of the Hungarian method. In particular, βj < 0 cannot
occur during its initialization, even though some reduced costs might be negative.

▶ Lemma 2.1. During an execution of the Hungarian method with reduced costs, the dual
variables satisfy 0 ≤ αi ≤ d(ri) for all 1 ≤ i ≤ n and 0 ≤ βj ≤ d(bj) for all 1 ≤ j ≤ m.

Proof. Recall that 0 ≤ d(ri) ≤ d(ri, bj) and 0 ≤ d(bj) ≤ d(ri, bj) for all 1 ≤ i ≤ n and all
1 ≤ j ≤ m. At the start of the method βj = max{c(ri, bj) : 1 ≤ i ≤ n}. Since c(ri, bj) =
d(bj) − [d(ri, bj) − d(ri)] ≤ d(bj) for all 1 ≤ i ≤ n, it follows that βj ≤ d(bj). Moreover,
if rk ∈ R is closest to bj , then d(bj) = d(rk, bj) and βj ≥ c(rk, bj) = d(rk) − [d(rk, bj) −
d(bj)] = d(rk) ≥ 0. Since βj never grows and never becomes negative, 0 ≤ βj ≤ d(bj)
remains true during the execution of the algorithm. At the start of the method αi = 0.
Note that αi can increase only when we consider an equality edge {ri, bj}. In this case
αi = c(ri, bj) − βj = d(ri) − [d(ri, bj) − d(bj)] − βj ≤ d(ri). Since αi never decreases,
0 ≤ αi ≤ d(ri) remains true during the execution of the algorithm. ◀

3 Avoiding Dual Updates

In order to accelerate Case 3, we want to avoid updating αi and βj more than once during
an iteration of the Hungarian method. To this end, we introduce weights w(ri)← d(ri)− αi

for each ri ∈ R and w(bj) ← d(bj)− βj for each bj ∈ B. We also introduce the total dual
change ∆← 0, used at the end of an iteration to update αi and βj . Consider the following
adaptation to the Hungarian method: As long as F is non-empty, let {ri, bj} be an edge that
achieves the minimum dual slack as

δ ← min{d(ri, bj)− w(ri)− w(bj) : ri ∈ F, bj ∈ S} −∆ (2)

Four mutually exclusive cases may occur:
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Case 1 (δ = 0 and ri is exposed): Edge {ri, bj} is an equality edge which is added to the
alternating forest. Let F ← F \{ri}, T ← T ∪{ri}, and w(ri)← w(ri)+∆. Furthermore,
the path P from ri to the root bt of its alternating tree is an augmenting path. Let
M ← M△P . Now bt is not bad. Let αi ← d(ri) − w(ri) + ∆ for each ri ∈ T and
βj ← d(bj)− w(bj)−∆ for each bj ∈ S. Stop the iteration.

Case 2 (δ = 0 and ri is covered): In this case ri is matched in M to bk /∈ S. Edges
{bk, ri} ∈M and {ri, bj} are equality edges which are added to the alternating forest. Let
F ← F \{ri}, T ← T ∪{ri}, S ← S∪{bk}. Let w(ri)← w(ri)+∆ and w(bk)← w(bk)−∆.
If βk < ϵ, then let s← k and ϵ← βk. Continue with the iteration.

Case 3 (ϵ > δ): Let ∆ ← ∆ + δ and ϵ ← ϵ − δ. This keeps all equality edges in the
alternating forest and creates at least one equality edge. Continue with the iteration.

Case 4 (δ ≥ ϵ): Let ∆← ∆ + ϵ and ϵ← 0. This keeps all equality edges in the alternating
forest. Let P be the path from bs to the root bt of its alternating tree. Let M ←M△P .
Now bt is not bad. Let αi ← d(ri)−w(ri)+∆ for each ri ∈ T and βj ← d(bj)−w(bj)−∆
for each bj ∈ S. Stop the iteration.

Note that, by Lemma 2.1, the weights w(ri) and w(bj) remain non-negative. Also note
that each time we evaluate (2), its right-hand side is identical to the right-hand side of (1),
that is, αi + βj − c(ri, bj) = d(ri, bj)− w(ri)− w(bj)−∆ for all ri ∈ F and bj ∈ S.

4 Weighted Voronoi Diagrams and a Subcubic Algorithm

In this section, we assume that R and B are sets of points in the plane and that d is
given by the Euclidean distances between pairs of points. We shall closely adapt Vaidya’s
O(|V |5/2 log |V |) algorithm for the minimum-cost bipartite perfect matching problem with
Euclidean costs [11]. This algorithm has also been adapted to solve the transportation
problem with Euclidean costs [1]. Recall that our problem of interest is a maximum-cost
bipartite, non-necessarily perfect matching problem with non-Euclidean costs (in fact, some
costs are positive and some others are negative). However, the original Euclidean costs
together with Lemma 2.1 will allow us to compute δ using the same data structures as in [11].

It turns out that the computation of the minimum slack δ is equivalent to the computation
of the minimum distance between pairs of circles with disjoint interiors, one centered at
ri ∈ F with radius w(ri), the other centered at bj ∈ S with radius w(bj).

Let P be a set of points in the plane with weights w(p) ≥ 0 for each p ∈ P . A weighted
Voronoi diagram divides the plane into |P | possibly empty regions Vp for each p ∈ P , given
by Vp = {q : d(q, p)− w(p) ≤ d(q, p′)− w(p′) for all p′ ∈ P}. A weighted Voronoi diagram
can be constructed and preprocessed in time O(|P | log |P |) so that, given any point q, it is
possible to find p ∈ P such that q ∈ Vp in time O(log |P |) [4, 7]. In this case, we denote the
point p by nearest(q, P ) and the edge {q, p} by shortest(q, P ). Similarly, for P1, P2 ⊆ P , we
denote by shortest(P1, P2) the edge arg min{d(p1, p2)− w(p1)− w(p2) : p1 ∈ P1, p2 ∈ P2}.

Let h = ⌈√n⌉ and consider an iteration of the Hungarian method with reduced costs.
After computing the set S of bad vertices, we partition it into S1 and S2, ensuring that
|S2| ≤ h. We also partition F into F1, . . . , Fh, ensuring that each part has cardinality ≤ h.
We compute the following data structures:

1. A weighted Voronoi diagram for S1 with weights w in time O(m log m).
2. A minimum heap H1 containing the edge {r, b} = shortest(r, S1) for each r ∈ F with

priority d(r, b)−w(r)−w(b). Each of the n = |F | edges can be computed in time O(log m)
using the weighted Voronoi diagram for S1. The total time is O(n log m)
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3. A weighted Voronoi diagram for each F1, . . . , Fh with weights w. Since |Fi| ≤ h, this
takes time O(h2 log h) = O(n log n)

4. A minimum heap H2 containing the edge {r, b} = shortest(b, Fi) for each b ∈ S2 and each
Fi with priority d(r, b)− w(r)− w(b). Each of the h|S2| ≤ h2 edges can be computed in
time O(log h) using the weighted Voronoi diagram for Fi. The corresponding heap can
be constructed in time O(h2) = O(n). The total time is O(h2 log h) = O(n log n).

We can compute δ and a corresponding edge {r, b} by examining H1 and H2 in time
O(log n). The previously computed data structures need to be updated as follows:
Delete r from F : Assume r ∈ Fi. The weighted Voronoi diagram for Fi needs to be

recomputed. This takes time O(
√

n log n). We also need to recompute shortest(b, Fi) for
each b ∈ S2 and update the minimum heap H2. This also takes time O(

√
n log n).

Insert b into S2: We need to compute shortest(b, Fi) for each 1 ≤ i ≤ h and insert it into
the minimum heap H2. This can be done in time O(

√
n log n).

Flush S2: If |S2| = h, then move all vertices from S2 into S1. Recompute shortest(r, S1) for
each r ∈ F . This is done in time O(n log m) using the weighted Voronoi diagram for S1.

Since an iteration of the Hungarian method with reduced costs has O(n) deletions and
insertions, the total time spent in the first two of these updates is O(n

√
n log n). Since S2

can reach size h at most h times during an iteration, the total time spent in the last update
is also O(n

√
n log m). Since there are at most m iterations, we obtain our main result.

▶ Theorem 4.1. The minimum-cost edge cover problem with Euclidean costs on a complete
bipartite graph G = (V, E) can be solved in time O(|V |2.5 log |V |).

5 Conclusions and Further Work

Our subcubic algorithm for the minimum-cost edge cover problem with Euclidean costs is
based on the linear programming result in Lemma 2.1, which allowed us to use the techniques
of [11]. We implemented four algorithms (Hungarian vs Voronoi and one bad vertex vs all).
The versions starting with one bad vertex were faster than those starting with all bad vertices.
Moreover, the Hungarian method seems to run in quadratic time on random instances.
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Abstract
In 1985 Hopcroft, Joseph and Whitesides showed it is NP-complete to decide whether a carpenter’s
ruler with segments of given positive lengths can be folded into an interval of at most a given length,
such that the folded hinges alternate between 180 degrees clockwise and 180 degrees counter-clockwise.
At the open-problem session of 33rd Canadian Conference on Computational Geometry (CCCG ’21),
O’Rourke proposed a natural variation of this problem called ruler wrapping, in which all folded
hinges must be folded the same way. In this paper we show O’Rourke’s variation has a linear-time
solution.

1 Introduction

Problems about carpenters’ rulers are a staple of computational geometry. For example, in
1985 Hopcroft, Joseph and Whitesides [3] posed the following question: can a carpenter’s
ruler whose segments have given positive lengths be folded into an interval of at most a
given length, with folded hinges alternating between 180 degrees clockwise and 180 degrees
counter-clockwise (segments of the ruler having width 0 and folds being points)? They
showed this problem is NP-complete in the weak sense via a reduction from Partition,
illustrated in Figure 1; gave a pseudo-polynomial algorithm for it; and gave a linear-time
2-approximation algorithm. Călinescu and Dumitrescu [1] later gave an FPTAS for it.

, as illustrated in Figure 1
At the open-problem session of the 33rd Canadian Conference on Computational Geometry

(CCCG ’21), Professor Joseph O’Rourke proposed a natural variation of this problem, in
which all folded hinges must be folded the same way (either all 180 degrees clockwise or all
180 degrees counter-clockwise); he named this variation ruler wrapping and, as far as we
know, it had not been considered before.

2 A quadratic algorithm

Suppose the ruler has n segments and we lay it out flat, considering the hinges from left to
right and pretending (for convenience) that there is a hinge 0 at the left end and a hinge
n at the right end. For each hinge, we define the wrapping length at that hinge to be the
smallest length into which the segments to its left can be wrapped such that we can still fold
the hinge.

If we wrap the segments to the left of hinge i into its wrapping length and then fold it, the
wrapped segments trace an arc with apex (xi, yi), where xi is the position of the hinge (the
sum of the lengths of the segments to its left) and yi is its wrapping length. Figure 2 shows
the arcs for the first five hinges (including hinge 0) of the ruler with segments of lengths 5, 6,
3, 4, 8, 6, 2, 1, 8 and 5, with the red dots marking the apexes. Notice that if we fold hinge
2 in Figure 2 then we cannot fold hinge 3, because x2 + y2 = 17 > 14 = x3, and if we fold
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
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Figure 1 Hopcroft et al. showed that a multiset M = {m1, . . . , mn} of positive positive numbers
can be partitioned into two subsets with equal sums, if and only a carpenter’s ruler with segments
of lengths (m1 + · · · + mn), (m1 + · · · + mn)/2, m1, . . . , mn, (m1 + · · · + mn)/2, (m1 + · · · + mn)
can be folded — with folded hinges alternating between 180 degrees clockwise and 180 degrees
counter-clockwise — into an interval of length (m1 + · · · + mn). For example, {5, 6, 3, 4, 8, 6, 2, 1, 8, 5}
can be partitioned into two subsets each summing to 24 if and only if a carpenter’s ruler with
segments of lengths 48, 24, 5, 6, 3, 4, 8, 6, 2, 1, 8, 5, 24, 48 can be folded into an interval of length 48.

(5, 5)
(11, 6)

(14, 9) (18, 7)

(0, 0)

5

y

x

3 4 8 6 2 1 8 56

Figure 2 Arcs for the first five hinges (including hinge 0) of the ruler with segments of lengths 5,
6, 3, 4, 8, 6, 2, 1, 8 and 5.

hinge 3 then we cannot fold hinge 4, because x3 + y3 = 23 > 18 = x4. When xh + yh ≤ xi,
on the other hand, we can fold the segments to the left of hinge h into its wrapping length
yh, fold hinge h, and then fold hinge i, so yi ≤ xi − xh.

▶ Observation 2.1. For i > 0, the wrapping length yi of hinge i is xi − xh, where hinge h is
the last previous hinge such that xh + yh ≤ xi.

Figure 2 suggests a simple quadratic-time dynamic program for computing the wrapping
lengths: set x0 = 0 and y0 = 0 (because hinge 0 at the left end of the ruler has no segments
to its left); for i from 1 to n, set xi to the position of hinge i and set yi to

xi − max{xh : h ≤ i, xh + yh ≤ xi}

It may seem at first that we can simply choose the last arc that ends before or at each hinge,
but Figure 3 shows we are sometimes better off choosing an arc that ends earlier: the blue
arc ends closer to the end of the ruler but the green arc has a later center and yields a smaller
wrapping length.

It may also seem at first that the wrapping length yn of hinge n should always be the
smallest length into which we can wrap the whole ruler, but Figure 4 shows this is guaranteed
only when we require the distance from the last folded hinge to the end of the ruler to be at
least the distance between the last two folded hinges. (We display the wrappings as triangular
spirals here to make it easier to show the segments’ lengths.) When we do not require this,
we can scan the hinges in linear time to find the one that minimizes the maximum of its
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(5, 5)
(11, 6)

(14, 9) (18, 7) (26, 8)

(32, 14)

(35, 9)
(34, 8)

(0, 0)

(43, 9)

5

y

x

3 4 8 6 2 1 8 56

Figure 3 A case in which choosing the last arc (blue) that ends before or at hinge n yields a
larger wrapping length than choosing an arc (green) that ends earlier.

wrapping length and the distance to the end of the ruler; that maximum is the smallest
length into which we can wrap the ruler when that hinge is the last one folded. Summing up,
so far we have the following result:

▶ Theorem 2.2. Given the positive lengths of the n segments of a carpenter’s ruler, in O(n2)
time we can compute the shortest length into which it can be wrapped.

3 An O(n log n)-time algorithm

We can use a range-minimum data structure to reduce the running time in Theorem 2.2 to
O(n log n), but this complicates the implementation somewhat. Instead, recall the O(n log n)-
time array-based algorithm for finding a longest increasing subsequence of a list L[1..n] of
numbers, which Fredman [2] analyzed and attributed to Knuth [4]. That algorithm starts
with an array T [1..n] with T [1] set to L[1] and the other entries empty; for i > 1, it compares
L[i] against the rightmost non-empty value T [k] in T and, if L[i] > T [k], sets T [k + 1] = L[i];
otherwise, it performs a binary search in T [1..k] — which is always sorted — to find the
leftmost value T [h] > L[i] and sets T [h] = L[i]. By induction, this maintains the invariant
that each T [j] is always the smallest value that ends an increasing subsequence of L[1..i] of
length j.

A key idea behind Knuth’s algorithm is that if we find T [j] > L[i] then we need not keep
the current value of T [j] because any extension of a subsequence ending with T [j] is also
an extension of a subsequence ending with L[i]. We can apply a similar idea to obtain an
O(n log n)-time array-based algorithm for ruler wrapping: we start with an array P [0..n] of
pairs with P [0] = (x0, y0) = (0, 0) and the other entries empty; for i ≥ 1, we
1. add the length of the ith segment of the ruler to xi−1 to obtain xi,
2. perform a binary search in the non-empty prefix P [0..k] of P — which is always sorted

both by x-coordinate and by sum x + y — to find the rightmost pair (xh, yh) with
xh + yh ≤ xi (there always is such a pair, since x0 + y0 = 0),

3. set yi = xi − xh,
4. scan leftward from P [k] discarding pairs (xj , yj) with xj + yj ≥ xi + yi,
5. insert (xi, yi) immediately to the right of the rightmost undiscarded pair.
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(5, 5)
(11, 6)

(14, 9) (18, 7) (26, 8)

(32, 14)

(35, 9)
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(0, 0)

(43, 9)

(48, 13)
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Figure 4 A case in which the wrapping length of hinge n (orange) is more than the shortest
length into which we can wrap the whole ruler (magenta) when we do not require the distance
from the last folded hinge to the end of the ruler to be at least the distance between the last two
folded hinges.

To see why P [0..k] is always sorted both by x-coordinate and by sum x + y, suppose
it is sorted before we process the length of the ith segment of the ruler, and consider
that xi is larger than any previous x-coordinate and we discard all the pairs (xj , yj) with
xj + yj ≥ xi + yi. To see why we can discard any such pair (xj , yj), consider that we will
never choose the arc centered at xj < xi that ends at xj + yj ≥ xi + yi, when we can choose
the arc centered at xi. Finally, to see why processing the length of the ith segment of the
ruler takes us O(log n) amortized time, consider that the binary search takes O(log n) time,
we can stop discarding pairs as soon as we encounter one that sums to less than xi + yi, and
we can charge each pair we discard to the segment of the ruler for which we inserted it.

We wrote earlier that when we do not require the distance from the last folded hinge to
the end of the ruler to be at least the distance between the last two folded hinges, we can
scan the hinges in linear time to find the one that minimizes the maximum of its wrapping
length and the distance to the end of the ruler. We can no longer scan all of the hinges
easily if we discard some pairs, but we claim that we cannot discard the pair for what should
be the last folded hinge. To see why, consider that our algorithm works online (at each
hinge we compute the wrapping length of the prefix of the ruler ending at that hinge) and
let hinges g and h be the last folded hinges in a shortest wrapping; if a segment of length
(xh − xh) − (xn − xh) were appended to the ruler (which is allowed in the online setting)
then we would need to have (xh, yh) in the array in order to compute yn+1 = xn+1 − xh. If
a segment of length 3 were appended to the ruler in Figure 4, for example, then because
x9 + y9 = 43 + 9 ≤ x11 = 51, we would have y11 = x11 − x9 = 8 — so our algorithm cannot
discard (x9, y9).

▶ Theorem 3.1. Given the positive lengths of the n segments of a carpenter’s ruler, in
O(n log n) time we can compute the shortest length into which it can be wrapped.
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Table 1 The contents of our array P while processing our running example.

step P [0] P [1] P [2] P [3] P [4] P [5] P [6] P [7] P [8] P [9] P [10]

0 (0, 0)
1 (0, 0) (5, 5)
2 (5, 5) (11, 6)
3 (5, 5) (11, 6) (14, 9)
4 (11, 6) (14, 9) (18, 7)
5 (18, 7) (26, 8)
6 (18, 7) (26, 8) (32, 14)
7 (26, 8) (34, 8)
8 (26, 8) (34, 8) (35, 9)
9 (34, 8) (35, 9) (43, 9)

10 (35, 9) (43, 9) (48, 13)

4 A linear algorithm

Fredman showed the number of comparisons Knuth’s algorithm performs is the best possible
for finding a longest increasing subsequence, to within a linear term. Rather surprisingly,
however, we can further reduce the running time in Theorem 3.1 to O(n). To see why,
consider that for ruler wrapping, because the segments’ lengths are positive, the xis are
themselves an increasing sequence. Therefore, if we are currently processing xi and we have
(xg, yg) and (xh, yh) in our array with xg < xh < xi and xh + yh ≤ xi, then not only will we
not choose the arc centered on xg to compute yi, we will never choose it to compute any
other y-coordinate in the future, either. It follows that instead of using binary search to find
the rightmost pair (xh, yh) in our array with xh + yh ≤ xi, we can scan rightward from the
first non-empty cell in our array, discarding pairs until we find that rightmost pair (xh, yh)
with xh + yh ≤ xi. Again, we charge each pair we discard to the segment of the ruler for
which we inserted it. Table 1 shows the contents of our array while we process our running
example. We note that the rightmost cell P [10] is always empty in this example, but its
presence guarantees we have space for all the pairs even if we never discard pairs on the
right.

Even when we do not require the distance from the last folded hinge to the end of the
ruler to be at least the distance between the last two folded hinges, during our rightward
scan we cannot accidentally discard a pair we might need later, this time because we discard
only pairs (xg, yg) with xg + yg ≤ xi — so the distance from hinge g to the end of the ruler
is at least hinge g’s wrapping length, which is the distance from the previous folded hinge if
g is the last folded one.

▶ Theorem 4.1. Given the positive lengths of the n segments of a carpenter’s ruler, in O(n)
time we can compute the shortest length into which it can be wrapped.
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Abstract
Let P be a set of n points in the plane. The discrete center line segment of P is the line segment
bounded by two points in P such that the maximum distance from any point in P to it is minimized.
Previously, an O(n2) time O(n2) space algorithm is given [6]. In this paper, we give a (1 + ε)-
approximation algorithm for the discrete center line segment problem which runs in O(n + 1

ε4 log 1
ε
)

time and uses linear space.

1 Introduction

The general discrete p-center problem is a fundamental problem in clustering and facility
location. The problem is shown to be NP-complete by Fowler et al. in [8]. Approximation
hardness results are also known. Megiddo and Supowit [11] showed that the problem has no
polynomial time 1.154-approximation algorithm unless P=NP. By using a reduction from
the planar vertex cover problem, Feder and Greene [7] showed that there is no polynomial
time 1.822-approximation algorithm for the problem (which they referred to as the central
clustering problem) unless P=NP.

Due to the hardness of the general discrete p-center problem, the problem for constant p

where p = 1 or 2 is also considered in the literature. The discrete 1-center problem can be
solved easily in O(n log n) time by using farthest-neighbour Voronoi diagram. The discrete
2-center problem is first solved in near-quadratic time by Hershberger and Suri in [10]. Later
Aggarwal et al. [1] gave a much improved O(n4/3 log5 n) time algorithm for the discrete
2-center problem. They also noticed that the discrete 2-center problem is harder to solve
efficiently than the standard (continuous) 2-center problem. The discrete center line segment
problem is connected to the discrete 2-center problem in that the former searches for a center
segment which has a minimum maximum distance from a point to it while the latter searches
for two centers that minimize the maximum distance from a point to them.

In [9], Gudmundsson et al. gave a strong linear-time approximation scheme for the
geometric minimum diameter spanning tree problem and the discrete 2-center problem. A
strong linear-time approximation scheme is a (1 + ε) approximation scheme with a running
time of the form O∗(n + 1

εc ) [4].
In this paper, we consider the following discrete center line segment problem: given a set

P of n points in R2, find a segment bounded by two points in P such that the maximum
distance from a point in P to the segment is minimized. This problem is proposed by Daescu
and Teo [6], who give an O(n2) time, O(n2) space exact algorithm. In this paper, we give a
(1 + ε)-approximation algorithm for the discrete center line segment problem that runs in
O(n + 1

ε4 log 1
ε ) time and uses linear space.
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1.1 Our Approach

The main idea of our approach is to compute an approximate point set of the input point set
P whose approximate center segment is easier to compute. This is done in two steps. We
first compute a (1 + ε)-approximate diametral point pair of P . Next an approximate convex
hull of P is computed. The approximate convex hull algorithm in [3] uses strips. We apply
the algorithm in [3] by requiring the orientation of the strips to be aligned with the line
through the approximate diametral point pair. The approximate point set is obtained from
P by shifting every point outside the approximate convex hull by a small enough distance
until it lies on the approximate convex hull. By the orientation requirement, we are assured
that we can get a (1 + ε)-approximate center segment of P from a (1 + ε)-approximate center
segment of the approximate point set.

The convex hull of the approximate point set has only O( 1
ε ) vertices. Combined with

other observations, one only need to consider a small number of candidate segments which
only depends on ε, in order to get a (1 + ε)-approximate center segment of the approximate
point set.

We further use techniques to reduce the number of candidate segments and search the
farthest point to a candidate segment efficiently.

2 Preliminaries

Let P be a set of n points in R2. A segment of P is a segment bounded by two points of P .
A center segment of P is a segment of P such that the maximum distance from a point in P

to this segment is minimized. For convenience, we call a segment bounded by two points in
P as a segment of P . For any two points a, b in P , let ab denote the line segment joining a

and b and let āb denote the line going through a and b. For any point p in R2, let d(p, ab)
denote the distance from p to segment ab and let d⊥(p, ab) denote the distance from p to
line āb. Let |ab| denote the length of segment ab.

The diameter of P is the maximum distance between two points of P . A diametral
point pair of P is a pair of points in P that realize the diameter. A pair of P is said to be
α-approximate diametral point pair of P if the distance between the pair is at least 1/α of
the diameter of P . The width of P along an orientation (direction) is the distance between
parallel lines that are support of P and perpendicular to the orientation. Let d∗ denote the
maximum distance from a point in P to a center segment of P . A segment of P is called an
α-approximate center segment if the maximum distance from a point in P to the segment is
at most αd∗.

The convex hull of a point set is the minimum convex set containing all the points. We
use CH(P ) to denote the convex hull of P .

All the precision parameters ε′, ε1, . . . are constants between 0 and 1.

3 The algorithm

The algorithm consists of several parts. The first part concerns with computing an approx-
imate point set of the input point set and is presented in Section 3.1. The second part
concerns with computing a (1 + ε)-approximate center segment of the approximate point set
and is presented in Section 3.2. Details of the third part are omitted in this abstract.
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3.1 Compute an approximate point set of P

We start by finding an orientation for computing an approximate convex hull of P . The
width of P along a desirable orientation is some constant times d∗. We first give two facts.

▶ Fact 3.1. Let p, q be any two points in R2. ab is a segment in the plane. Then d(p, ab) ⩽
|pq| + d(q, ab) and d⊥(p, ab) ⩽ |pq| + d⊥(q, ab).

The following lemma is the main lemma of this section. The proof can be found in
Appendix ??.

▶ Lemma 3.2. The width of P along the orientation perpendicular to the line through a
(1+ε)-approximate diametral point pair of P is at most 10 times d∗, where d∗ is the maximum
distance from a point in P to a center segment of P .

We can use the approximate diameter algorithm of [3] to get an approximate diametral point
pair of P . Let (a, b) be the computed pair. Rotate P around the origin until segment ab is
parallel to the y-axis. Let P ′ be P after rotation. We compute an approximate convex hull
of P ′ in O(n + 1

ε′ ) time by using the algorithm in [3], where ε′ is the precision parameter.
The strips which the algorithm uses are parallel to the y-axis and have width ε′ times the
width of P ′ along the x-axis.

The computed approximate convex hull C̃H(P ′) has O( 1
ε′ ) vertices [3]. We set the

precision parameter ε′ to ε1/10. By Lemma 3.2, the width of the strips is at most ε1 · d∗.
For any point in P ′ that lies outside C̃H(P ′), shift it along the positive or negative x-axis
direction by at most ε1d∗ until it lies on the boundary of C̃H(P ′). See Figure 1 for an
illustration. Let P̃ denote P ′ after the shifting. For any point in P̃ that is a shifted point,

x

y

ε1 · d∗

≤ 5 · d∗

a

b

Figure 1 The blue point is in P ′ and lies outside C̃H(P ′). We shift it along the positive x-axis
direction by at most ε1d∗ until it lies on the boundary of C̃H(P ′). The red point is the shifted blue
point.

we keep track of its original point in P ′. Thus each segment of P̃ corresponds to a segment
of P ′. Let c̃ẽ be a center segment of P̃ . Assume that the original points of c̃ and ẽ are c′

and e′, respectively. c′e′ is a (1 + 4ε1)-approximate center segment of P ′, as stated in the
following lemma.
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▶ Lemma 3.3. The maximum distance from a point in P ′ to c′e′ is at most (1 + 4ε1) · d∗.

Because of Lemma 3.3, we can compute a (1 + ε2)-approximate center segment of P̃ to
get a (1 + ε)-approximate center segment of P . Note that we can get P̃ from P ′ in O(n + 1

ε1
)

time by sweeping P ′ and C̃H(P ′) along the x-axis.

▶ Lemma 3.4. In O(n + 1
ε1

) time, we can compute an approximate point set P̃ of P ′. Let
ε1 = ε2 = ε

6 . The segment of P ′ that corresponds to a (1 + ε2)-approximate center segment
of P̃ is a (1 + ε)-approximate center segment of P ′.

3.2 Compute a (1 + ε)-approximate center segment of P̃

Let d̃ be the maximum distance from a point in P̃ to a center segment of P̃ . To compute a
(1 + ε)-approximate center segment of P̃ , we need a good estimation of d̃. We can get one
by examining the diagonals of CH(P̃ ). We call a diagonal of CH(P̃ ) with the minimum
maximum distance to a point in P̃ among all the diagonals a center diagonal of CH(P̃ ). The
following lemma shows that the maximum distance from a point in P̃ to a center diagonal is
at most 2d̃. The proof can be found in Appendix ??.

▶ Lemma 3.5. Let G be a center diagonal of CH(P̃ ). The maximum distance from a point
in P̃ to G is at most 2d̃.

There are O( 1
ε2

1
) diagonals, but we only need to consider O( 1

ε1
) diagonals to find the center

diagonal. We first show some monotone properties of the diagonals. Let m = |CH(P̃ )| and
let ṽ1, ṽ2, . . . , ṽm be a counterclockwise ordering of the hull vertices along CH(P̃ ). Consider
all diagonals with vertex ṽi as one end. Let ṽj , i < j < i + m, be the other end of the
diagonal. Let ccw(i, j) denote the counterclockwise chain from ṽi to ṽj (with wrap around)
on the boundary of CH(P̃ ) and cw(i, j) denote the clockwise chain from ṽi to ṽj(with wrap
around) on the boundary. We can prove the following monotone properties.

▶ Lemma 3.6. Let f(i, j) be the maximum distance from a vertex on ccw(i, j) to diagonal
ṽiṽj and g(i, j) be the maximum distance from a vertex on cw(i, j) to ṽiṽj. Then1

(a) f(i, j) ⩽ f(i, j + 1).
(b) g(i, j) ⩾ g(i, j + 1).
(c) f(i + 1, j) ⩽ f(i, j).
(d) g(i + 1, j) ⩾ g(i, j)

Let f(i) be the minimum j such that f(i, j) is greater than g(i, j). Then

(e) f(i + 1) ⩾ f(i).

max{f(i, j), g(i, j)} is the maximum distance from a hull vertex to diagonal ṽiṽj . Fix
i, max{f(i, j), g(i, j)} is a unimodal function of j and its minimum takes place at either
j = f(i) or j = f(i) − 1. After we get f(i), we can search for f(i + 1) starting from j = f(i)
rather than from j = i + 2, by Lemma 3.6(e). In this way, we only consider O( 1

ε1
) candidate

diagonals in search of a center diagonal.
We now discuss how to compute the farthest point and the maximum distance in P̃ to a

segment p̃q̃ of P̃ . We have the following lemma.

1 i + 1, j + 1 should take modulo m, we omit for brevity.
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▶ Lemma 3.7. The farthest point in P̃ to a segment p̃q̃ of P̃ is a vertex of CH(P̃ ).

Thus we only consider vertices of CH(P̃ ) in search of the farthest point in P̃ . By using
the data structure in [5], we can compute the farthest point to p̃q̃ in O(log2 1

ε1
) time.

Let d̄ denote the maximum distance from a point in P̃ to the center diagonal of CH(P̃ ).
For each of the O( 1

ε1
) diagonals we consider, O( 1

ε2
1
) time is spent on computing the maxi-

mum distance from a CH(P̃ ) vertex to it. We can compute the center diagonal and d̄ in
O( 1

ε1
log2 1

ε1
) time.

By Lemma 3.5, d̄ is a 2-approximation of d̃. If we lay squares with side length 2d̄ such
that the square centers are at vertices of CH(P̃ ), the center segment of P̃ must have both
ends inside the squares, as suggested by the following lemma.

▶ Lemma 3.8. The center segment of P̃ must have both ends inside squares that have centers
at vertices of CH(P̃ ) and have radius d̄.

Proof. Let õp̃ be a center segment of P̃ . Assume the extension of õp̃ out of õ intersects edge
f̃ g̃ of CH(P̃ ) and the extension of õp̃ out of p̃ intersects edge h̃ĩ of CH(P̃ ). See Figure 2.

Either ∠f̃o′õ or ∠g̃o′õ is at least π/2. WLOG, assume ∠f̃o′õ ⩾ π/2. The distance from
f̃ to õp̃ equals |f̃ õ|. Thus |f̃ õ| ⩽ d̃ ⩽ d̄. õ lies within the square that has center at f̃ and has
radius d̄. In the same way, we can show that p̃ lies within either the square with center at ĩ

or the square with center at h̃. ◀

f̃

g̃ h̃

ĩ

o′ p′õ p̃

Figure 2 õ is within the square centered at f̃ and p̃ is within the square centered at h̃

Now we can find a (1 + ε2)-approximate center segment of P̃ .

▶ Lemma 3.9. A (1 + ε)-approximate center segment for P can be computed in O(n + 1
ε7 )

time.

Proof. Lay a grid of cell side length ε2d̄
4

√
2 over the plane. Index all points in P̃ into cells of

the grid. A square with center at a vertex of CH(P̃ ) and with radius d̄ intersects O( 1
ε2

2
) cells

of the grid. Call the square with center at a vertex the vertex’s d̄-square. Call the intersection
of the global grid and a vertex’s d̄-square the vertex’s grid. For each cell of a vertex’s grid,
maintain one point indexed into the cell (if any) and call the point the representative of
the cell. A vertex grid has O( 1

ε2
2
) representatives. By Lemma 3.8, the center segment of

P̃ must have each end inside a cell of a vertex grid. Let these two cells be A and B. The
segment joining the representatives of A and B is a (1 + ε2)-approximate center segment
of P̃ . Since CH(P̃ ) has O( 1

ε1
) vertices and each vertex has O( 1

ε2
2
) cells in its grid, we can

consider O( 1
ε2

1
) pairs of vertex grids and for each pair consider 1

ε4
2

candidate segments, to get
a (1 + ε2)-approximate center segment of P̃ . By Lemma 3.7, we can compute the maximum
distance from a point in P̃ to a candidate segment in O( 1

ε1
) time. Thus given CH(P̃ ) and
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d̄, we can compute a (1 + ε2)-approximate center segment of P̃ in O( 1
ε3

1
· 1

ε4
2
) time. With

Lemma 3.4, we have proved the lemma. ◀

We can further reduce the running time. First, we can consider O( 1
ε3

2
) candidate segments

for a pair of vertex grids. Second, we only need to consider O( 1
ε1

) pairs of vertex grids by
using monotone properties similar to Lemma 3.6. Third, we can compute the farthest point
to a segment in O(log 1

ε1
) time by using the data structure in [2]. We obtain the main result

of the paper.

▶ Theorem 3.10. A (1 + ε)-approximate discrete center line segment for n points in the
plane can be computed in O(n + 1

ε4 log 1
ε ) time and linear space.
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Abstract
Problems on repeated geometric patterns in finite point sets in Euclidean space are extensively
studied in the literature of combinatorial and computational geometry. Such problems trace their
inspiration back to Erdős’ original work on this topic. In this paper, we investigate the problem
of finding scaled copies of any pattern within a set of n points, that is, the algorithmic task of
efficiently enumerating all such copies. We initially focus on one particularly simple pattern of
axis-parallel squares, and present an algorithm with an O(n

√
n) running time and O(n) space for

this task, involving various bucket-based and sweep-line techniques. Our algorithm’s running time is
worst-case optimal, as it matches the known lower bound of Ω(n

√
n) on the maximum number of

axis-parallel squares determined by n points in the plane, thereby solving an open question for more
than three decades of realizing that bound for this pattern. We extend our result to an algorithm
that enumerates all copies, up to scaling, of any full-dimensional fixed set of points in d-dimensional
Euclidean space, that runs in time O(n1+1/d) and space O(n), matching the more general lower
bound due to Elekes and Erdős.

Related Version arXiv:2112.14980

1 Introduction

The problems of geometric point pattern matching and the identification of repeated geometric
patterns are fundamental computational problems with a myriad of applications [11, 9, 1, 13,
10, 7]. Such problems were motivated in part by questions regarding the maximal number
of occurrences of a given pattern determined by a set of points, a field historically inspired
by Erdős’ well-known Unit Distance Problem (1946) regarding the maximal number of unit
distance pairs induced by such sets [6]. Our paper approaches the computational problems
of identifying patterns using computational geometric tools.

In this paper, we analyze the problem of identifying translated and scaled copies of any
point set pattern in Euclidean space, where the scaling is applied identically in all axes. We
begin with focusing on the problem of repeated patterns of squares having axis-parallel edges
in the plane. As articulated in 1990 by van Kreveld and de Berg [12], the maximum possible
number of axis-parallel squares determined by n points in the plane is Θ(n

√
n) (attained, for

example, in a regular
√

n × √
n grid), and those can be enumerated in time O(n

√
n log n)1

and space O(n).

1 The analysis given throughout this paper of time and space complexities is based on the conventional
word-RAM model of computation [8].
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They show an extension to full-dimensional axis-parallel d-dimensional hypercubes in
time O(n1+1/d log n), with a gap separating this computational result from the lower bound
of a maximum of Θ(n1+1/d) possible hypercubes. The latter combinatorial result was further
extended by Elekes and Erdős [5], establishing a bound of Θ(n1+1/d) on the maximum
number of copies of any full-dimensional pattern (i.e., a set of points that generates the
vector space) in Qd. The computational aspect of it occurs in [3], providing an algorithm
that works in time O(n1+1/d log n) for the task of enumerating all such copies, exhibiting
the same logarithmic-factor gap between the two results.

1.1 Our Results

Our main result of this paper is an efficient deterministic algorithm that enumerates all scaled
copies of any fixed d-dimensional pattern. The treatment of such general patterns appeared,
e.g., in [3], but [12] were the first to raise the question of whether it is computationally
feasible to realize the combinatorial bound of Θ(n

√
n) possible axis-parallel squares, thereby

improving their algorithmic result. Our algorithm fully answers this question which was open
for more than three decades. To this end, we use in our algorithm a reduction from arbitrary
input points to points having ”compressed” coordinates, allowing the use of linear sorting
methods. Second, we deploy a sweep-line sub-procedure that marks points forming a square,
instead of searching those in a set, avoiding the logarithmic cost. Third, we relabel the sum
and the difference of the input coordinates, in addition to the relabeling of the coordinates
themselves. We show why the last step is crucial for the algorithm to succeed in Section 2.

Theorem: Given a planar set P of points of size n, all axis-parallel squares defined by points
from P can be enumerated in time O(n

√
n) and O(n) space.

Our main result for general patterns relies on the ideas from the previous theorem.
Specifically, we relabel some affine transformations of the input coordinates, a relabeling that
creates a representation of the points for the purpose of sweep-line scanning them.

Theorem: Given a fixed set Q of points of full dimension in the d-dimensional Euclidean
space, and a set P of points of size n, all scaled copies of Q determined by subsets of P can
be enumerated in time O(n1+1/d) and O(n) space.

The running time in this theorem matches the corresponding lower bound of the same
magnitude, and improves the best known running time of O(n1+1/d log n) for the specific
case of d-dimensional hypercubes [12], extended later for general arbitrary patterns [3].
Note that although the improvement suggested is by a logarithmic factor, the upshot is
an asymptotically worst-case optimal algorithm2 in terms of running time analysis, even
for the most general case of arbitrary patterns. This can be compared with [4], where the
authors studied the problem of enumerating all rotated copies of a given pattern, improving
the running time of the trivial algorithm for this task by a logarithmic factor as well. An
excellent survey that covers this variant of our problem can be found in [2].

2 For the task of outputting an explicit representation of all copies of the pattern, rather than some other
representation of this set of copies, that later needs to be further parsed.
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2 Axis-Parallel Squares

In this section, we present an efficient algorithm that reports all axis-parallel squares defined
by a planar set of n points. A relatively efficient algorithm, devised by van Kreveld and de
Berg [12], works as follows (Note that we refer, for any x0, to the set of all points whose x

coordinate is x0, as the ”column” corresponding to x0. Moreover, we refer to columns with
at most

√
n points as ”short columns”).

Squares-Listing(p1, . . . , pn):
1. Build a balanced search tree T and an array A on the input, sorted by the x coordinate.
2. For every pair of points p and q in A residing in a short column, search in T whether they

can be complemented to a square from the right or from the left. Report each square
found unless the other two vertices defining it are on a short column to the left of p and q.

3. Delete all short columns from T and A, and convert each remaining point (x, y) to (y, x).
4. Apply step 2 on the remaining converted points.

It operates correctly with a running time of O(n
√

n log n) and O(n) space, in essence,
since the total number of searched points defined in each of the two iterations of step 2 is

O

(∑

i

s2
i

)
≤ O

(∑

i

si

√
n

)
= O

(
√

n ·
∑

i

si

)
≤ O

(
n

√
n
)

where si denotes the length of the i’th column scanned. Every pair is scanned during its
course, since there are at most n√

n
original long columns (otherwise there are more than

n points), so the length of each column in step 4 is at most n√
n

=
√

n. We strive for an
algorithm with a running time of O(n

√
n) and space O(n). As shown in [12]:

▶ Theorem 2.1. (van Kreveld, de Berg) For a set P of n points in d-dimensional space,
the maximal number of 2d points that are subsets of P and that form the vertices of an
axis-parallel hypercube is Θ(n1+1/d).

This theorem induces a lower bound on the running time of the optimal relevant algorithm.
Our result bridges the gap between this bound, and the previously best known upper bound.

2.1 Main Ideas Towards an Improvement
Assume that all input points have coordinates in {1, . . . , n}. Instead of searching in a set
the two query pairs that complement the pair (x, y), (x, y + δ) to a square, i.e., the pair
(x+δ, y), (x+δ, y+δ) and the pair (x−δ, y), (x−δ, y+δ), we put all query points along with the
original points in an array, apply radix sort on it, treating each point as a two-digit number,
and then scan and mark all positive queries that define the appropriate squares. However,
we cannot generally assume that all coordinates are taken from {1, . . . , n}. We address this
issue by ”shrinking” the coordinates of all input points by relabeling their coordinates to
values in {1, . . . , n}. The main caveat, though, is that arithmetical considerations regarding
labels are invalid. So, we avoid using arithmetic considerations when defining a query pair of
points q1, q2 that complement the pair p1 = (x, y), p2 = (x, y + δ) to a square (from the right,
assuming δ > 0). Instead of using the invalid label x + δ as a coordinate, we define the pair
q1, q2 (with q2 above q1) using identical labels as those of p1, p2. So, the query point q2 is
defined having the same y label as p2 and the same x+y label as p1, with a similar treatment
(using subtraction) for q1. Another observation is that the linear transformation that rotates

EuroCG’22
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a vector (x, y) in the plane by 45o and stretches it by
√

2 yields the vector (x + y, y − x), as
illustrated in Figure 1. So, this process is in fact a labeling of the post-rotated points.

Figure 1 Illustrating the rotation by 45o and the stretch by a factor of
√

2 applied on four points
in the plane. Each point (x, y) was converted to the point (x + y, y − x) as a result.

2.2 The Efficient Solution
Having in mind the main ideas of the following algorithm’s correctness and complexity3, we
are ready to present it fully.

▶ Theorem 2.2. Given a planar set P of points of size n, all axis-parallel squares defined by
points from P can be enumerated in time O(n

√
n) and O(n) space.

Proof. The following algorithm is considered:

Amplified-Squares-Listing(p1, . . . , pn):
1. Change the representation of each point p = (x, y) to the representation (x, y, x+y, y−x).

Map each x coordinate in the input to a value in {1, . . . , n}. Perform a similar procedure
for the y coordinates, the x + y coordinates and the y − x coordinates.

2. Build an array A on the input points, sorted by the x coordinate.
3. For each pair of post-labeled points p1 = (x, y1, x+y1, y1−x) and p2 = (x, y2, x+y2, y2−x)

with y2 > y1, out of the first n pairs of points in A that reside in a short column – define
the query pair q1 = (∗, y1, x + y2, ∗), q2 = (∗, y2, ∗, y1 − x) that complements p1, p2 to a
square from the right, and the query pair q′

1 = (∗, y1, ∗, y2 − x), q′
2 = (∗, y2, x + y1, ∗) that

complements to a square from the left. The wildcards replace the unknown coordinates.
4. Place each query point defined by its y and x + y coordinates in an array B1 along with

all input points, and apply radix sort on B1 based on those two coordinates. Perform a
similar procedure for points of the form of q2 and q′

1 in another array B2.
5. Scan B1 and mark each query point adjacent to an input point sharing the same coordi-

nates, or to an already marked identical query point. Act similarly on B2. Report each
square found during this scanning, unless the other two vertices defining it are on a short
column and complement to a square from the left.

6. Perform steps 3-5 iteratively on each subsequent n pairs of points in A in a short column.
7. Delete all points that are on short columns from A. Convert each remaining point (x, y)

to (y, x). Apply steps 1-6 on the remaining converted points. ◀

3 Some further elaboration and an extended description of those appears in the full version of this paper.
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3 The General Case

In this section, we describe an algorithm that enumerates all scaled copies of any fixed
arbitrary full-dimensional pattern in d-dimensions4. For general patterns, our algorithm
works in time O(n1+1/d) and O(n) space. This answers the open question of realizing the
lower bound of [5].

▶ Theorem 3.1. Given a fixed set Q of points of full dimension in the d-dimensional
Euclidean space, and a set P of points of size n, all scaled copies of Q determined by subsets
of P can be enumerated in time O(n1+1/d) and O(n) space.

Proof. Assume there are more than two pattern points, as the other case is easily handled.
Moreover, assume that no three points in Q are on the same line. Otherwise, perturb Q

and P appropriately so this condition is not met, and apply the inverse perturbation on the
result, to obtain the correct output. The following algorithm is used to prove the theorem:

Amplified-Patterns-Listing(p1, . . . , pn):
1. Rotate the input points and the pattern points simultaneously, such that two of the

pattern points, p and q, share afterwards all coordinates except the last one.
2. For each point r ̸= p, q in Q, define d − 1 hyperplanes of dimension d − 1 that include p

and r, and an additional hyperplane including q and r, altogether defining r uniquely.
Apply each of the d · |Q| transformations corresponding to those hyperplanes on each input
point, and label the resulting values – the augmented coordinates – using {1, . . . , n}.

3. Build an array A on the input points, sorted by all original coordinates by their order.
4. Scan A. For each pair r and t on an axis-parallel line that corresponds to step 1 that also

has at most n1/d points (”short” line), define the other |Q| − 2 points that complement
to a pattern using the labels obtained from step 2, until defining n such sets of queries.

5. Place all query points that are defined by the same augmented coordinates in an array
with all input points, forming several such arrays. Apply radix sort on each such array.

6. Scan each array from step 5, and mark each query point adjacent to an identical input
point or an already marked query point. Report all copies that were found, only after
applying on those the rotation which is inverse to that of step 1.

7. Perform steps 4-6 on each subsequent n pairs of points in A of the form of step 4.
8. Apply steps 2-7 for each pair among the pattern points that determines a line parallel

to that through p and q, excluding enumeration of duplicate copies (similarly to the
identification of duplicate squares). Delete all points on those ”short” lines from step 4.
Apply steps 1-7 on the remainder, for a different pattern pair. Perform d − 1 times.

Analysis: The main ideas already appeared in Section 2. Aside from those ideas, note
that step 2, in fact, defines each point as the intersection of a line and a (d − 1)-dimensional
hyperplane, and since no three points are on the same line, the points are uniquely defined in
that manner. As for the running time, note that steps involving only Q cost O(1). Moreover,
note that there is no remaining long line analyzed at the ultimate iteration. Otherwise,
all points on it are on another long line defined by a linearly independent vector. This
induces more points on a different long line, and so forth, yielding that there are more than(
n1/d

)d = n input points, a contradiction. Other than that, we did not need the lines to be
axis-parallel, but rather merely that the corresponding vectors form an independent set. ◀

4 We individually treat hypercubes in the full version of this paper, as their analysis motivates and
simplifies some of the ideas that lead to the general solution.
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4 Conclusion and Further Work

In this paper, we analyzed the problem of enumerating all scaled copies of a pattern in a
set of n points in time O(n1+1/d), answering open questions from [12] and [3] by realizing
the lower bound due to Elekes and Erdős [5]. We relied on some existing ideas, amplified
using bucket-based methods, sweep-line scanning and more. As far as we are aware of,
the combinations of these techniques this way was not noted in the literature so far for
similar tasks. One open question is whether these techniques can be adjusted for different
pattern matching problems. Other questions include whether the task of finding one copy of
a pattern is an easier task than enumerating all copies of it, and similarly for the task of
counting the number of copies instead of outputting them. In addition, the existence of an
output-sensitive algorithm for our problem, and the existence of an efficient enumeration
algorithm for patterns not of a constant size, form another two open questions for further
research.
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Abstract
Given two distinct point sets P and Q in the plane, we say that Q blocks P if no two points of P
are adjacent in any Delaunay triangulation of P ∪ Q. Aichholzer et al. (2013) showed that (the
Delaunay triangulation of) any set P of n points in general position (that is, no three collinear and
no four cocircular) can be blocked by 3

2n points and that every set P of n points in convex position
can be blocked by 5

4n points. Moreover, they conjectured that, if P is in convex position, n blocking
points are sufficient and necessary. The necessity was recently shown by Biniaz (2021) who proved
that every point set in general position requires n blocking points.

Here we investigate the variant, where blocking points can only lie outside of the convex hull of
the given point set. We show that 5

4n−O(1) such exterior-blocking points are sometimes necessary,
even if the given point set is in convex position. As a consequence we obtain that, if the conjecture
of Aichholzer et al. for the original setting was true, then minimal blocking sets of some point
configurations P would have to contain points inside of the convex hull of P .

1 Introduction

Delaunay triangulations, Delaunay graphs, Voronoi diagrams (their dual structures), and
various generalizations have been intensively studied in the last century; see for example
the standard textbook in Computation Geometry [6]. A Delaunay triangulation DT (P ) of
a given point set P in the plane is a triangulation of P in which for every edge between
two distinct points p1, p2 ∈ P there exists a circle through p1, p2 that contains no point of
P \ {p1, p2} in its interior. An edge spanned by P with this property is called Delaunay edge.
For a point set in general position, that is, no three points of P lie on a common line and no
four points of P lie on a common circle, the Delaunay triangulation is unique. Figure 1(a)

∗ We thank anonymous reviewers for valuable comments. Parada was supported by the Austrian Science
Fund (FWF): W1230 and by Independent Research Fund Denmark grant 2020-2023 (9131-00044B)
“Dynamic Network Analysis”. Scheucher, Parada, and Vogtenhuber were partially supported within the
collaborative D-A-CH project Arrangements and Drawings, by grants DFG: FE 340/12-1 and FWF:
I 3340-N35, respectively. Scheucher was supported by the DFG Grant SCHE 2214/1-1.

38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
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community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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P

(a)

P
Q

(b)

P
Q

(c)

Figure 1 (a) A set P (blue) of five points in convex position, and its unique Delaunay
triangulation DT (P ). (b) A set Q (red) of two points that blocks two of the edges of DT (P ).
(c) A set Q of five points from the exterior of conv(P ) that blocks P .

shows the unique Delaunay triangulation of a point set in convex position, that is, the points
are the vertices of a convex polygon.

In this article we continue the investigation of blocking points for Delaunay edges. For
two point sets P,Q, we say that Q blocks an edge p1p2 spanned by P if every circle through
p1, p2 contains at least one point of P ∪Q in its interior. Equivalently, p1p2 is not an edge of
any Delaunay triangulation of P ∪Q. We say that Q blocks P if Q blocks all edges spanned
by P . Equivalently, no two points of P are adjacent in any Delaunay triangulation of P ∪Q.
If moreover no point of Q lies in the interior of the convex hull of P , we say that Q blocks P
from the exterior. Figures 1(b) and 1(c) shows examples where Q blocks P .

Aronov et al. [3] showed that every set P of n points in general position can be blocked by
a set of 2n− 2 points, and that, if P is in convex position, 4

3n blocking points are sufficient.
Both of their bounds were improved by Aichholzer et al. [1], who showed that, for general
position, 3

2n blocking points are sufficient, and that, for convex position, 5
4n blocking points

are sufficient. They also showed that n− 1 blocking points are always needed and posed the
following conjecture.

I Conjecture 1.1 ([1]). If P is a set of n points in convex position in the plane, then n

blocking points are necessary and sufficient, that is, every blocking set of P contains at least
n points and this bound is tight.

Biniaz [5] recently strengthened the lower bound by showing that, for every set of n points
in general position, n blocking points are necessary and that there are sets of n points in
convex position which can be blocked by n points. While this confirms the necessity part
from Conjecture 1.1, the question about sufficiency remains open.

For many sets P of n points in convex position, a simple construction suffices to indeed
block all Delaunay edges with exactly n points: place a single point of Q close to the mid
point of each edge of the convex hull of P , on the outer side; see Figure 1(c). Placing the
points arbitrary close to the convex hull edges ensures that all those edges are blocked, and
indeed every convex hull edge requires at least one point somewhere outside the convex hull
to be blocked. Moreover, this simple construction often enough also blocks all interior edges
of DT (P ). This may suggest that a similar approach could actually always work.

Inspired by these observations, we investigate the variant where blocking points have
to lie outside of the convex hull of the given n-point set P . We show that 5

4n−O(1) such
exterior-blocking points are sometimes necessary, even if P is in convex position.

I Theorem 1.2. For k ∈ N, there is a set P of 4k points in general position that requires at
least 5k − 5 exterior-blocking points.
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As a direct consequence of Theorem 1.2 we obtain for the original setting that, if
Conjecture 1.1 was true, then minimal blocking sets of certain point sets P would have to
contain points inside of the convex hull of P .

Note that the construction of size b 5
4nc for convex position in [1] might contain interior

points. The reason is that in the induction blocking points placed for a subproblem in the
exterior of an edge (Case (a) in the proof of Theorem 3 in [1]) might end up to be interior
for the overall triangulation. Modifying their approach, a blocking set of size ≈ 4

3n can be
obtained by iteratively cutting ears ((n, 3, 4)-cuts in the terminology of [1]).

2 Proof of Theorem 1.2

To prove Theorem 1.2, we first give a configuration with collinear points in Section 2.1, which
we then perturb in Section 2.2 to obtain a configuration which is in general position.

2.1 Construction with Collinear Points
Our construction consists of k gadgets, each containing 4 points (a top point ti, a left point
`i, middle point mi, and a right point ri, where the latter three are called bottom points),
which gives us a set P0 of n = 4k points in total. We place all 3k bottom points on the
x-axis and all k top points on a line segment (above the x-axis) with negative slope.

. . .

t1

m1`1 r1

t2

m2`2 r2

t3

m3
`3 r3

G
(1)
1F

(1)
1

F
(1)
2 G

(1)
2

H(1)

G
(2)
1

F
(2)
1

F
(2)
2 G

(2)
2 H(2)

G
(3)
1F

(3)
1

F
(3)
2 G

(3)
2

H(3)

Figure 2 An illustration of the point set P0 of size 4k and the set of circles C0 where at least
5k − 3 exterior-blocking points are required. The red, blue, and yellow points and circles illustrate
the first, second, and third gadget of the construction, respectively.

Explicit coordinates for the points {`i,mi, ri, ti} in the i-th gadget are {(−2, 0), (0, 0),
(2, 0), (0, 3)}, scaled by 2−i, and with x-offset of 3 + 14

∑i
j=1 2−j = 3 + 14(1 − 2−i). By

construction, all points have positive x-coordinate, all top points lie on the x-axis, and all
bottom points lie on the line {(x, y) : 3x+ 14y = 51}.

Further, each gadget i with 1 ≤ i < k contains 5 circles and the k-th gadget contains 4
circles, which gives us a set C0 of 5k − 1 circles in total. They are defined as follows:

a circle F (i)
1 through ti and `i, which is tangent to the x-axis in `i;

a circle G(i)
1 through ti and ri, which is tangent to the x-axis in ri,

a circle F (i)
2 with the segment `imi as diameter,

a circle G(i)
2 with the segment miri as diameter; and

a circle H(i) with the segment ri`i+1 as diameter.
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See Figure 2 for an illustration of the construction. On each circle, there are exactly two
points of P0 and no circle contains points of P0 in its interior. Further, any two “neighboring”
bottom circles are tangent in their common point of P0, that is, F (i)

2 ∩ G(i)
2 = {mi},

G
(i)
2 ∩H

(i)
2 = {ri}, and H(i)

2 ∩ F
(i+1)
2 = {`i+1}.

It is necessary that each of the circles contains a blocking point of Q in its interior
as otherwise there is an edge in the Delaunay graph of P0 (and hence in any Delaunay
triangulation). For each circle C, we denote the region in the interior of C and in the
exterior of the convex hull of P0 as its blocking area. Note that the circles F (i)

1 and G(i)
1 are

both tangent the x-axis and thus only contain points above the x-axis in their interior, and
that the circles Hi can only be blocked from points below x-axis. Therefore no two circles
(except in the first and last gadget) have a common exterior-blocking area. Therefore, five
exterior-blocking points are required to block all circles of a gadget for 1 < i < k. For the
first and last gadget, 4 and 3 exterior-blocking points are required, respectively. As none of
these points can be used for two gadgets simultaneously, a total of 5k − 3 points is required
to block P0 from the exterior.

2.2 Transformation to General Position
We will slightly perturb the point set P0 such that all points are in convex position. We also
add two more circles for each gadget i with 1 < i < k to the set C0 and remove the circles
F

(i)
1 and G(i)

1 for i = 1, k. We denote the resulting set or circles by C′0. The new circles are
defined as follows; see Figures 3(b) and 3(c) for an illustration.

a circle F (i)
3 through ti and mi, which is tangent to the segment titi+1; and

a circle G(i)
3 through ti and mi, which is tangent to the segment `imi.

area to block

(tiny) area to block

F
(i)
1

ti

`i← ri−1

(a)

area to block

(tiny) area to block

F
(i)
3

ti

mi

(b)

area to block

(tiny) area to block

G
(i)
3

ti

`i mi

(c)

area to block

G
(i)
1

(tiny) area to block

ti

ri `i+1

(d)

Figure 3 The gadget for the general case construction. (a) – (d) show how to align circles (the
red circle is always tangent to the red line) and highlight the exterior blocking area using red arrows.

Note that a circle C through a point p cannot simultaneously be tangent to two line
segments at p with different slopes. Thus, the arguments from Section 2.1 will not apply
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anymore after we perturb P0, because circles F (i)
1 and G(i)

1 will intersect other circles outside
the convex hull of P0. In the following we will deal with this issue.

Transformation. We define P (τ) as the continuous transformation of P0 = P (0) where
all bottom points are transformed as (x, y) 7→ (x, y + τx3) and
all top points are transformed as (x, y) 7→ (x, y − τx3).

The transformation is illustrated in Figure 4.

Figure 4 An illustration of the point set P0 = P (0) and the perturbed set P (τ) for sufficiently
small τ . Note that, if τ is not small enough, the resulting set might not be in convex position and
hence might not have the desired properties .

Analogously, we define C(τ) as the transformation of C′0, which preserves the defined
properties of the circles, where for 1 < i < k, we keep the tangency of F (i)

1 with ri−1`i and
the one of G(i)

1 with ri`i+1. See Figures 3(a) and 3(d). Since all circles in C′0 have finite radii,
we can choose τmax > 0 such that all points of P (τ) are in general position and lie on the
boundary of the convex hull and all circles of C(τ) have finite radii for 0 ≤ τ ≤ τmax. Details
are deferred to the full version; see [2] for a version with appendix.

In the following, we denote by c(C) the center of a circle C and by r(C) the radius of C,
and we define dC,p := ‖p− c(C)‖ − r(C) to indicate whether the point p lies

inside the circle C (dC,p < 0),
on the circle C (dC,p = 0), or
outside the circle C (dC,p > 0).

Since every circle C in C′0 contains exactly 2 points a, b of P0 (and no points of P0 in its
interior), we have dC,a = dC,b = 0 and dC,p > 0 for every other point p of P0. Analogously,
we define dC,p(τ) at time τ . As dC,p(τ) and P (τ) are both continuous functions, there exists
0 < εC,p ≤ τmax such that dC,p(τ) has the same sign for any 0 ≤ τ ≤ εC,p. We remark that
εC,p does not need to be maximal – we just need some εC,p > 0 for our purposes.

Note that in the i-th gadget (1 < i < k) the lower intersection point of the circles F (i)
1

and F (i)
3 (as depicted in Figure 5) lies inside the convex hull of P (τ) at time τ = 0. Moreover,

as this intersection point moves continuously on time, we can choose εi > 0 such that at any
time 0 ≤ τ ≤ εi this intersection point lies inside the convex hull. In an analogous manner,
we can choose ε′i > 0 for 1 < i < k such that at any time 0 ≤ τ ≤ ε′i the lower intersection
point of the circles G(i)

1 and G(i)
3 (as depicted in Figure 5) lies inside the convex hull.

Since we have a finite number of points and a finite number of circles, we can choose a
common ε > 0 small enough such that at any time 0 ≤ τ ≤ ε

every circle in C(τ) contains exactly 2 points of P (τ) (and no point in its interior), and
no two exterior blocking areas overlap for 1 < i < k, except for the blocking areas of F (i)

1
and F (i)

3 on top, and the blocking areas of G(i)
1 and G(i)

3 on top.

EuroCG’22
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G
(i)
1

F
(i)
1

F
(i)
2 G

(i)
2 H(i)

G
(i)
3

F
(i)
3

Figure 5 Analysis of a gadget and its corresponding circles. The colored arrows indicate the
regions of the disks, which can be blocked by exterior points after the perturbation.

Analysis. We first show that two points are required to block the circles F (i)
1 , F (i)

2 , and F (i)
3 .

If F (i)
1 is blocked from above then we need at least a second point to block F (i)

2 . Thus assume
there is no point blocking F (i)

1 from above. Since the above blocking area of F (i)
3 is fully

contained in F (i)
1 , the circle F (i)

3 is also not blocked from above. Since the bottom blocking
areas of F (i)

1 and F (i)
3 are disjoint, at least two blocking points have to be placed in F (i)

2 . As
a consequence, two points are required to block F (i)

1 , F (i)
3 , and F (i)

2 .
In an analogous manner one can show that two points are required to block the circles

G
(i)
1 , G(i)

3 , and G(i)
2 . It is easy to see, that

the union of blocking areas of F (i)
1 , F (i)

3 , and F (i)
2 ,

the union of blocking areas of G(i)
1 , G(i)

3 , and G(i)
2 , and

the blocking area of H(i)

are mutually disjoint. Consequently, at least five exterior blocking points are required for
the i-th gadget (1 < i < k). Further, the blocking areas of the bottom circles of the first and
last gadget (F (1)

2 , G(1)
2 , H(1), F (k)

2 , and G(k)
2 ) are all disjoint from all other blocking areas.

Hence, at least 5k− 5 points are required in total, which completes the proof of Theorem 1.2.

3 Discussion and Further Related Work.

The idea of blocking points can also be extended to other graph classes. For example, Biedl
et al. [4] investigated blocking sets of so-called Θ6-graphs, a structure related to Delaunay
graphs: In a Θ6-graph of a point set, every pair of points shares an edge if there is an empty
equilateral triangle (instead of an empty disks).

From an algorithmic point of view, we can ask how fast a minimal blocking set can be
computed. For the general problem, where blocking points can also be placed in the interior
of the convex hull of the Delaunay triangulation, this would help to identify cases where
many blocking points are needed. In fact, we tried several approaches to find a set of n
points which requires more than n points to be blocked, but without success. We therefore
would not be surprised if Conjecture 1.1 always holds. But even if Conjecture 1.1 is true,
then there is still the algorithmic question how fast a blocking set of n points can be found.

The anonymous reviewers pointed out that the degenerate construction from Section 2.1
can be improved as follows. By removing the "middle" point mi from gadget i and replacing
the circles F (i)

2 and G(i)
2 by a circle I(i)

2 with the segment `iri as diameter, the constructed set
of 3k points (depicted in Figure 7) requires 4k − 2 exterior-blocking points. However, when
making this construction non-degenerate via a perturbation as in Section 2.2, the number of
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required exterior-blocking points also drops significantly.

I Theorem 3.1. For k ∈ N, there is a set P of 3k points that requires at least 4k − 2
exterior-blocking points.

. . .

t1

`1 r1

t2

`2 r2

t3

`3 r3

G
(1)
1F

(1)
1

I(1) H(1)

G
(2)
1

F
(2)
1

I(2) H(2)

G
(3)
1F

(3)
1

I(3) H(3)

Figure 6 A degenerate construction with 3k points where at least 4k − 2 exterior-blocking
points are required. The red, blue, and yellow points and circles illustrate the first, second, and
third gadget of the construction, respectively.

A reviewer also pointed out that the gadgets in the degenerate construction need not
to be scaled. Figure 7 gives an illustration of the alternative construction. However, when
making this construction non-degenerate via a perturbation as in Section 2.2, the number of
required exterior-blocking points significantly drops because, for 1 < i ≤ k, the circles G(i)

3
can be blocked by points that are to the left of ti and slightly above ti−1ti. Also note that,
in contrast to our construction from Section 2.1, here the four points mi, ti,mj , tj lie on a
common circle for every 1 ≤ i < j ≤ k.

t1

m1`1 r1 m2`2 r2

t2

m3`3 r3

t3

. . .

G
(1)
1F

(1)
1

F
(1)
2 G

(1)
2 H(1)

G
(2)
1F

(2)
1

F
(2)
2 G

(2)
2 H(2)

G
(3)
1F

(3)
1

F
(3)
2 G

(3)
2 H(3)

Figure 7 An alternative construction with isometric gadgets. The red, blue, and yellow points
and circles illustrate the first, second, and third gadget of the construction, respectively.
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Abstract
In order to visualize well-clustered graphs with many intra-cluster but few inter-cluster edges, hybrid
approaches have been proposed. For example, ChordLink draws the clusters as chord diagrams and
embeds these into a node-link diagram that represents the overall structure of the clustered graph.
The ChordLink approach consists of four steps; node replication, node permutation, node merging,
and chord insertion. In this paper, we focus on the optimization problems defined by two of these
steps. We show that the decision version of the problem defined by node permutation is NP-complete
and present an efficient algorithm for a special case. For chord insertion, we show that it is NP-
complete to decide whether a crossing-free placement of the chords exists. Moreover, it is APX-hard
to minimize the number of crossings among the chords. Our results answer an open question posed
by Angori, Didimo, Montecchiani, Pagliuca, and Tappini, who introduced ChordLink [TVCG 2021].

1 Introduction

Node-link diagrams represent an intuitive tool for visualizing graphs. For dense graphs,
however, node-link diagrams tend to degenerate into unintelligible hairballs. Less intuitive,
but more robust visualization paradigms such as adjacency matrices can be a remedy. In
practice, however, large graphs are often “globally sparse” and just “locally dense” [3]. This
is the case, for example, in social networks such as collaboration and financial networks [4],
but also in biological networks [9]. For visualizing such graphs, hybrid representations have
been invented. In intersection-link representations, for example, each vertex is represented
by a geometric object and each each is either represented by a curve connecting the two
objects or, if it belongs to a dense subgraph, by a non-empty intersection of the two objects
[2, 1]. Another example of a hybrid representation is NodeTrix [7], which uses matrices for
dense subgraphs and links between the matrices for the global graph structure. ChordLink,
recently introduced by Angori, Didimo, Montecchiani, Pagliuca, and Tappini [3], combines
very effectively so-called chord diagrams [8] for dense subgraphs, again with links between
them for the overall graph structure. In a chord diagram, each vertex is represented by one
or several circular arcs, and each edge is a chord between any two arcs that represent the
endpoints of the edge. Turning a given node-link diagram into a ChordLink visualization
can, for example, be triggered by a user in an interactive system. We now formalize the
ChordLink model and the four steps that are performed in order to compute a ChordLink
visualization from a node-link diagram. To this end, for a graph G, let V (G) be its vertex
set and let E(G) be its edge set. For a positive integer k, let [k] = {1, 2, . . . , k}.

The ChordLink Model. Given a node-link diagram Γ of a graph G, a cluster C ⊆ V (G),
and a circle R that contains only the vertices in C (at their positions in Γ), a ChordLink
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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(a) Initial Drawing (b) NodeReplication

(c) NodePermutation (d) NodeMerging+ChordInsertion

Figure 1 The steps of the ChordLink approach (drawings from Angori et al. [3]).

visualization of G locally modifies Γ such that G[C] is drawn as a chord diagram with the
vertices of C on R. There are four steps; see Fig. 1, which treats two clusters simultaneously.

NodeReplication: For each node w ∈ C connected to a node u /∈ C, create a copy wu of w

on the intersection of the edge (w, u) with R, and add the edge (wu, u); see Fig. 1b.
NodePermutation: Copies vu and wu of different nodes v and w that are connected to the

same node u /∈ C can be exchanged in the order of the node copies on R. This step
naturally defines the optimization problem NodePermutation, where the aim is to
find a permutation of the node copies on R that exchanges only copies connected to the
same node outside of R and maximizes the total number of pairs of consecutive copies of
the same node; see Fig. 1c. (The number of such pairs increases by 3 when going from
Fig. 1b to Fig. 1c.)

NodeMerging: Replace each maximal subsequence of consecutive copies of a node w along R

by a circular arc cw; see Fig. 1d.
ChordInsertion: For each edge (v, w) ∈ G[C], select an arc cv representing v and an arc cw

representing w, and insert a chord that connects cw and cz in the interior of R; see
Fig. 1d. Angori et al. [3] suggest to minimize the total number of crossings among
the chords. (They also suggest maximizing the smallest angle formed by any pair of
crossing chords, but we do not consider this here.) This defines the optimization problem
CrossingMinimal ChordInsertion.

For NodePermutation, Angori et al. [3] describe a dynamic program that yields opti-
mal solutions if the node copies that are adjacent to the same external node form intervals
along R. If this condition does not hold, they simply split R into maximal pieces where the
condition does hold and treat each piece seperately, which yields a heuristic overall solution.

For CrossingMinimal ChordInsertion, Angori et al. suggest a greedy algorithm that
first draws the chords whose endpoints are both represented by unique arcs. Then it adds
the other chords one by one, making the currently best choice in terms of crossings (and,
with lower weight, in terms of crossing angles). It draws chords as Bézier curves; see Fig. 1d.
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Contribution. First, we prove that NodePermutation is NP-complete; see Section 2.
Then, we give an efficient algorithm for NodePermutation for the special case that the
neighborhood of C contains only two vertices; see Section 3. Finally, we show that (even a
rather special case of) CrossingMinimal ChordInsertion is APX-hard; see Section 4.

2 NP-Completeness of NodePermutation

Above, we have stated NodePermutation as an optimization problem. We now formally
define the corresponding decision problem. In the ChordLink model, for every vertex c in
the cluster C and each neighbor g ̸∈ C of c, a copy of c is placed on the circle R. Since G

is simple, each copy can be described as a unique pair (c, g). Abstracting from the original
problem, we call c the color and g the group of the pair (c, g). This leads to the following
formulation of the problem, where we associate every vertex of C with a distinct color.

Let C be a set of colors, let G be a set of groups, and let L = (L1, . . . , Ln, L1) be a circular
list of distinct pairs where, for i ∈ [n], Li = (ci, gi) ∈ C × G. Define G(L) = (g1, . . . , gn, g1),
C(L) = (c1, . . . , cn, c1), and let N(L) be the number of pairs of consecutive equal entries
of C(L). Given C, G, L, and an integer K > 0, find a permutation π of L such that
(i) G(π(L)) = G(L) and (ii) N(π(L)) ≥ K. Note that requirement (i) ensures that we can
permute only elements of L that belong to the same group.

▶ Theorem 1. NodePermutation is NP-complete.

Proof. The problem is in NP since we can verify a permutation easily.
To show hardness, we reduce from 3SetCover. This problem generalizes Vertex-

Cover in cubic graphs, which is NP-hard [5]. In the decision version of 3SetCover, given
a finite universe U (the edge set of the cubic graph), a family S of size-3 subsets of U (for
each vertex, its three incident edges), and an integer k > 0, the task is to find a subfamily S ′

(corresponding to a vertex cover) of S of size at most k that covers U . (In the special case
of VertexCover, each element of the universe appears in exactly two elements of S.)

Given an instance (U, S, k) of 3SetCover, we construct an instance (G, C, L, K) of
NodePermutation such that one is a yes-instance if and only if the other is a yes-instance.
Let U = {u1, . . . , un}, S = {S1, . . . , Sm}, and, for i ∈ [m], let Si = {ui1 , ui2 , ui3} with
i1, i2, i3 ∈ [n]. To construct an instance of NodePermutation, we use only a single color
c⋆ that appears in more than one entry; all other entries have a unique color. Furthermore,
we have one group for every ui ∈ U , and there is exactly one entry (c⋆, ui), and we have
one additional group z such that there is no entry (c⋆, z); the entries with group z basically
serve as blockers between the gadgets. The full reduction is as follows:

K = n − k,

G = U ∪ {z}, where z /∈ U , and
C = {c⋆} ∪ {c1, . . . , cn} ∪ ⋃m

i=1{ci,1, ci,2, ci,3, ci,4, ci,5}, and
L0 =

(
(c⋆, u1), (c1, z), (c⋆, u2), (c2, z), . . . , (c⋆, un), (cn, z)

)

Li =
(
(ci,1, ui1), (ci,2, ui2), (ci,3, ui3), (ci,4, ui1), (ci,5, z)

)
for each i ∈ [m]

L = L0 ⊕ L1 ⊕ · · · ⊕ Lm, where ⊕ concatenates lists.

Clearly, this reduction can be performed in polynomial time. Intuitively, every sublist Li

that contains a color-c⋆ entry corresponds to a set Si in a solution S ′ of S. If these sublists
contain K consecutive color-c⋆ entries, then there are 2K elements that are covered by K

sets in S ′, so |S ′| ≤ n − K = k.

EuroCG’22
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L0 ︸︷︷︸

︸
︷︷

︸

L1

︸ ︷︷ ︸
L2

︸
︷︷

︸

L3

group z

color c?

colors
unique

U = {4,�,3,D}
S1 = {D,3,�}
S2 = {�,D,3}
S3 = {4,D,�}
k = 2

Figure 2 Here, the reduction from 3SetCover to NodePermutation yields the cover {S2, S3}.

First, we assume that (U, S, k) is a yes-instance of 3SetCover, that is, there is a size-k
subfamily S ′ of S that covers U . We need to construct a permutation π of L such that
(i) G(π(L)) = G(L) and (ii) N(π(L)) ≥ K.

For each j ∈ [n], let i be the index of an arbitrary set in S ′ that contains uj . Swap (c⋆, uj)
in L0 with an entry in Li with group uj . There is a choice only if uj = ui1 . If (ci,2, ui2)
has been or will be swapped with another entry, too, then swap (c⋆, uj) with (ci,1, ui1);
otherwise, swap (c⋆, uj) with (ci,4, ui1). This makes sure that all swapped entries in Li are
consecutive. In total, we make n swaps. In the resulting permutation of L, the elements of
color u form at most k groups of consecutive entries (as S ′ might contain “unnecessary” sets
in the decision version). Hence, the number of pairs of consecutive entries with the same
color c⋆ is at least n − k = K.

Now assume that (G, C, L, K) is a yes-instance of NodePermutation, that is, there is
a permutation π of L such that (i) G(π(L)) = G(L) and (ii) N(π(L)) ≥ K. We have to show
that then (U, S) admits a set cover of size k = n − K. Without loss of generality, we can
assume that π swaps each color-c⋆ element of L0 with a color-c⋆ element of L1 ⊕ · · · ⊕ Lm

(because such a swap does not decrease N(π(L))) and that π does not swap any other entries
of L (because swapping group-z elements does not change N(π(L))). Consider the family S ′

of those sets Si ∈ S such that π modifies Li. We claim that (i) S ′ covers U and (ii) |S ′| ≤ k.
Property (i) holds due to our assumption that π swaps all color-c⋆ entries of L0 with a

sublist Li with i ∈ [m]. Thus, every element of U is contained in an element of S ′. For
property (ii), note that the only pairs of consecutive entries with equal color in π(L) are
pairs of color-c⋆ entries in sublists Li. Among the n color-c⋆ entries, at least K pairs are
consecutive. Let K1, K2 and K3 be the number of sublists Li that contain one, two and three
color-c⋆ entries, respectively. Then we have K2 +2K3 ≥ K and K1 = n−2K2 −3K3. Hence,
the total number of sublists Li that contain at least one color-c⋆ entry is K1 + K2 + K3 =
n − K2 − 2K3 ≤ n − K = k, so |S ′| ≤ k. ◀

3 An Algorithm for a Special Case of NodePermutation

In this section, we describe a linear-time algorithm to solve the optimization version of
NodePermutation for the special case that there are only two groups (but an arbitrary
number of colors). In ChordLink, this means that the cluster C has a neighborhood of size 2.

▶ Theorem 2. NodePermutation can be solved in O(n) time for two groups.
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Proof. Let G = {x, y}. The goal is to find a permutation π of L that maximizes N(π(L)).
Recall that the elements of L are pairwise disjoint. Thus, cπ−1(i) = cπ−1(i+1) implies

that gi ̸= gi+1. Since there are only two groups, we have either gi+2 = gi or gi+2 = gi+1, so
cπ−1(i+2) ̸= cπ−1(i+1). Hence, we cannot have cπ−1(i) = cπ−1(i+1) = cπ−1(i+2).

For ◦ ∈ {x, y}, let C◦ be the set of colors ci such that there exists some list element
(ci, ◦), and let S = Cx ∩ Cy. We say that the color cj is assigned to index i if cπ−1(i) = cj .

We can formulate this problem as a maximum independent set problem on a graph G′.
The graph contains a vertex v′

i for every pair of consecutive indices i, i + 1 with gi ̸= gi+1,
and a vertex v′

n if gn ̸= g1. If v′
i, v′

i+1 ∈ V (G′), then E(G′) contains the edge (v′
i, v′

i+1).
Any assignment of colors to K pairs of consecutive indices (i1, i1 + 1), . . . , (iK , iK + 1) with
gi1 ̸= gi1+1, . . . , giK

̸= giK +1 induces an independent set v′
i1

, . . . , v′
iK

in G′.
Hence, if we find an independent set (v′

i1
, . . . , v′

ik
) of size k in G′, then we can find

an assignment of K = min{|S|, k} colors in S to consecutive pairs of indices (i1, i1 +
1), . . . , (iK , iK + 1). By construction, G′ is either a cycle or a linear forest, so we can
find a maximum independent set of G′ in linear time with a simple greedy algorithm. To
obtain a permutation π of L with N(π(L)) = K, we arbitrarily assign the remaining colors
of Cx and Cy to the remaining list elements of types (ci, x) and (ci, y), respectively. ◀

4 APX-Hardness of CrossingMinimal ChordInsertion

In this section, we focus on the optimization problem CrossingMinimal ChordInsertion:
Given a graph G with at least one copy of each of its vertices placed on a circle R, insert
every edge between a copy of each of its endvertices such that the total number of crossings
between the edges is minimized. Since the number of crossings only depends on the order
of the vertex copies along R, we can also assume them to be drawn as points (rather than
circular arcs) on R. We first prove that finding a crossing-free solution is NP-complete.

▶ Theorem 3. It is NP-complete to decide whether a given graph (with node copies on R)
admits a crossing-free solution for ChordInsertion.

Proof. Membership in NP is obvious since we can verify an assignment easily.
To show hardness, we reduce from SAT. Let (X , C) be a SAT instance with variables

X = X0, . . . , Xn and clauses C = C0, . . . , Cm. We create a graph G as follows. The vertex
set V (G) consists of (i) a vertex s; (ii) for every clause Ci a clause vertex ci; and (iii) for
every variable Xj two variable vertices xj and yj . The edge set E(G) consists of (i) for every
clause Ci a clause edge (s, ci); and (ii) for every variable Xj a variable edge (xj , yj). For
every variable Xj , let Tj be the set of clauses that contain the literal Xj , and let Fj be the
set of clauses that contain the literal ¬Xj .

To create an instance I of ChordInsertion, we place copies of the vertices of V (G)
along R as follows. We start with the vertex s, and then append for every variable Xj (i) one
copy yF

j of yj , (ii) for every clause Ci ∈ Tj a copy cj
i of ci, (iii) the vertex xj , (iv) for every

clause Ci ∈ Fj a copy cj
i of ci, (v) a second copy yT

j of yj ; see Fig. 3. Observe that, by the
placement of the vertices along R, the only crossings that can occur are between a clause
edge (s, ci) and a variable edge (xj , yj) such that clause Ci contains variable Xj .

Assume that I is a yes-instance, i.e., it admits a crossing-free drawing Γ. For every
variable Xi, Γ must contain either the chord (x, yF

i ) or the chord (x, yT
i ); see Fig. 4.

Consider a clause Ci. In Γ, there has to be one chord between s and one of the copies
of ci. Consider any literal Xj contained in Ci. Then, the edge (s, ci) can be drawn as
the chord (s, cj

i ) only if Γ contains the chord (xi, yT
i ); otherwise, there would be a crossing
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Xj = false Xj = true

s

yTj

xjyFj
cjk

cji

s

yTj

cjk

xj
cjiyFj

s

yTj

xjyFj
cjk

cji

Figure 3 Illustration for the part corresponding to variable Xj in the reduction from SAT to
ChordInsertion for the formula ci ∧ ck ∧ · · · = (Xj ∨ . . . ) ∧ (Xj ∨ . . . ) ∧ . . . .

s

yF3

yT3

yF4

x4

yT4yF5

x5

yT5

x3

yF1

yT1

x1

yF2

yT2

x2

c11

c12

c24 c21 c23

c31
c32

c34

c42

c43c53
c54

C1 = X1 ∨X2 ∨X3

C2 = X1 ∨X3 ∨X4

C3 = X2 ∨X4 ∨X5

C4 = X2 ∨X3 ∨X5

Figure 4 Example of the reduction from SAT to ChordInsertion

between (s, cj
i ) and (xi, yF

i ). Conversely, for any literal ¬Xj contained in Ci, the edge (s, ci)
can be drawn as the chord (s, cj

i ) only if Γ contains the chord (xi, yF
i ). Hence, for the edge

(s, ci) to be drawn in Γ, for at least one of its literals Xj there must be the chord (xj , yT
j ),

or for at least one of its literals ¬Xj there must be the chord (xj , yF
j ).

Thus, we can obtain a feasible solution for the SAT instance (X , C) as follows: if Γ
contains the chord (xj , yT

j ), then set Xj = true, otherwise (Γ contains the chord (xj , yF
j )),

set Xj = false. Since every edge (s, ci) is drawn as a chord in Γ, at least one literal in
every clause Ci must be true, so the solution is feasible.

Conversely, if (X , C) is a yes-instance, then we can obtain a crossing-free drawing Γ for I

by using the chord (xj , yj)T for every true variable Xj , the chord (xj , yi)F for every false
variable Xj , and a chord (s, cj

i ) for every clause Ci with satisfied literal Xj . ◀

In the above proof we reduced from SAT. If we instead reduce from Max-2-SAT, which
is APX-hard [6], we can show that our problem is even APX-hard.

▶ Theorem 4. CrossingMinimal ChordInsertion is APX-hard even if there are at most
two possible choices for every edge.
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Abstract
Over a decade ago, it was shown that every edge unfolding of the Platonic solids was without self-
overlap, yielding a valid net. We consider this property for regular polytopes in higher dimensions,
notably the simplex, the cube, and the orthoplex. It was recently proven that all unfoldings of the
n-cube yield nets. We show that this property holds for the n-simplex and the 4-orthoplex but fails
for any orthoplex of higher dimension.

Related Version arXiv:2111.01359

1 Introduction

The study of unfolding polyhedra was popularized by Albrecht Dürer in the early 16th century
who first recorded examples of polyhedral nets, connected edge unfoldings of polyhedra that
lay flat on the plane without overlap. Motivated by this, Shephard [7] conjectures that
every convex polyhedron can be cut along certain edges to admit a net. This claim remains
tantalizingly open and has resulted in numerous areas of exploration.

We consider this question for higher-dimensional polytopes: The codimension-one faces
of a polytope are facets and its codimension-two faces are ridges. The analog of an edge
unfolding of polyhedron is the ridge unfolding of an n-dimensional polytope: the process
of cutting the polytope along a collection of its ridges so that the resulting (connected)
arrangement of its facets develops isometrically into an Rn−1 hyperplane. In our work,
instead of trying to find one valid net for each convex polyhedron (as posed by Shephard),
we consider a more aggressive property:

I Definition. A polytope P is all-net if every ridge unfolding of P yields a valid net.1

A decade ago, Horiyama and Shoji [4] showed that the five Platonic solids are all-net. Figure 1
shows the 11 different unfoldings (up to symmetry) of the octahedron, all of which are nets.
The higher-dimensional analogs of the Platonic solids are the regular polytopes. Three classes
of regular polytopes exist for all dimensions: the n-simplex, n-cube, and n-orthoplex.2 It was
recently shown that the n-cube is all-net [2]. We prove that the n-simplex and 4-orthoplex
are as well. Surprisingly, for all n > 4, the n-orthoplex fails to be all-net.

I Remark. Sam Zhang [9] has built a lovely interactive software that creates every net of the
4-cube, 4-simplex, and 4-orthoplex by drawing spanning trees on its dual 1-skeleton.

1 This nomenclature comes from Joe O’Rourke: a basketball “all-net” shot scores by not touching the
rim, as all unfoldings become successful nets by facets not overlapping and touching each other.

2 The orthoplex is dual to the cube and is sometimes called the cross-polytope or the cocube.
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This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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Figure 1 The 11 nets of the octahedron, also known as the 3-orthoplex.

2 Unfolding the Simplex

We explore ridge unfoldings of a convex polytope P by focusing on the combinatorics of the
arrangement of its facets in the unfolding. In particular, a ridge unfolding induces a spanning
tree in the 1-skeleton of the dual of P : a tree whose nodes are the facets of the polytope and
whose edges are the uncut ridges between the facets [6]. Our focus throughout this paper will
be on the n-simplex and the n-orthoplex, both of whose facets are (n− 1)-simplices. First,
we study paths in the 1-skeleton, corresponding to a chain of unfolded simplicial facets.

I Definition. A list L = 〈a1, a2, . . . , ak〉 is a sequence of numbers from {1, . . . , n} (possibly
with repeats) where no number is listed twice in a row.

Label the vertices of the (n− 1)-simplex S with the numbers 1, . . . , n. Given a list L with
k elements, we construct a chain C(L) of k + 1 simplices from the list as follows: Starting
with S = S1, attach a simplex S2 to S1 on the facet of S1 that is opposite vertex a1. Note
that all but one of the vertices of S2 will inherit a label from S1 and we label the remaining
one a1. Attach a third simplex S3 to S2 on the facet opposite vertex a2, and extend the
labeling from S2 to S3 as before, and continue in this matter until the list is exhausted.
Figure 2 shows this process in action for the list 〈3, 2, 3〉, creating a chain of four 2-simplices.

1

2

3

1

1

2

2

3

3

1

1

1

2

2

2

3

3

3

1

1

1 1

2

2

2 2

3

3

3 3

3 2 3

Figure 2 The chain of simplices assembled from the list 〈3, 2, 3〉.

We now introduce a coordinate system to capture the geometry. Begin by placing the
n vertices of the (n − 1)-simplex S at the standard basis vectors ei of Rn. Note that the
coordinates of its vertices are recorded as the column vectors of the n× n identity matrix.
The rest of the chain is then placed in the hyperplane x1 + · · ·+ xn = 1 by a sequence of
reflections. Let ρ denote the reflection of S across its facet opposite the vertex (say v) labeled
with number a1. Thus, ρ fixes all vertices except for v; see Figure 3.
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Figure 3 The reflection of the vertex across the opposite face.

To calculate the coordinate of ρ(v) in Rn, we first find the center σ of the facet opposite v,
given by σ = 1/(n− 1) · (1, . . . , 0, . . . , 1), where 0 occurs in the a1-th coordinate. Since σ
bisects the segment from v to ρ(v),

ρ(v) = v + 2
−−−→
v ρ(v) = (0, . . . , 1, . . . 0) + 2

(
1

n− 1 , . . . ,−1, . . . , 1
n− 1

)
,

where the −1 occurs in the a1-th coordinate. Hence the reflection ρ is given by a matrix
Ma1 , which is the identity except for ρ(v) in the a1-th column. Thus the coordinates of the
i-th vertex of S2 are recorded in the i-th column vi of N1 = Ma1 . By change of coordinates,
its image under the reflection from S2 to S3 is

N1Ma2N
−1
1 vi = N1Ma2ei ,

and thus, the coordinates of the i-th vertex of S3 are recorded in the i-th column of
N2 = N1Ma2 . Note that because Ma2 affects only the a2 column, N1 and N2 differ only in
the a2 column. Continuing in this way, the vertices of Sk+1 are recorded as the columns of
Nk = Nk−1Mak

.
An n-simplex has n+ 1 facets, and each is adjacent to every other. Thus, any listing of

the facets (without repeat) describes a chain. However, because the full symmetric group
acts transitively on the simplex, there is essentially only one chain, say 〈1, 2, . . . , n〉. Since
the first facet is exactly the portion of

∑
xi = 1 that lies in the first orthant, a subsequent

facet will only intersect the first if it contains a point that has all positive coordinates. This
never happens, and a detailed proof is given in [3, Section 2.3]. Hence:

I Theorem 1. Every unfolding of the n-simplex yields a net.

3 Orthoplex Combinatorics and Geometry

In contrast to the simplex, both the unfoldings of the n-orthoplex and the chains within these
unfoldings exhibit considerable variety. Unfoldings of the n-orthoplex are in bijection with
spanning trees of the 1-skeleton of the n-cube. Consider the following approach to record
paths on this skeletal structure: Position the n-cube with antipodal vertices at (0, . . . , 0)
and (1, . . . , 1). A path along the edges of this cube is encoded as a list of binary numbers
(sometimes called a Gray code) where exactly one digit changes from one entry to the next.
For our work, our list L simply records the digit entry that changes in moving from one
vertex to another. By duality, the ridges of the orthoplex inherit these labels and the process
of unfolding the chain corresponds to the construction of C(L).
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I Example. Consider the Gray code 〈101, 100, 110, 111〉 associated to the list 〈3, 2, 3〉. Fig-
ure 4(a) shows the path on four vertices of the cube, (b) corresponding to four adjacent facets
of the octahedron, (c) resulting in a partial chain unfolding. Compare to Figure 2.

( a ) ( b ) ( c )

100

110 111

101

z

y

x

100

110

111
101

Figure 4 Path on the 3-cube and a partial unfolding of the octahedron.

I Remark. Up to symmetry, there are just three spanning paths on the 1-skeleton of the
3-cube: 〈1, 2, 1, 3, 1, 2, 1〉, 〈1, 2, 1, 3, 2, 1, 2〉, and 〈1, 2, 3, 2, 1, 2, 3〉, corresponding to the first
three highlighted nets shown in Figure 1. The situation escalates rapidly as n increases:
there are 238 spanning paths on the 4-cube and 48,828,036 on the 5-cube [5].

I Definition. A list of numbers from {1, . . . , n} is valid if it corresponds to a path on the
n-cube.

A list is valid as long as the route it describes on the cube does not cross itself, which can be
characterized as follows:

I Lemma 2. A list is valid if and only if it contains no sublist of consecutive entries in
which each entry occurs an even number of times.

I Remark. With this characterization, it is straightforward to create an algorithm to
build valid lists: recursively append numbers {1, . . . , n} and check whether any of the new
consecutive sublists have entries that occur an even number of times.

The question of whether two facets overlap depends on how close they are to each other,
which can be estimated by calculating the distance between their centroids. If the vertices
are vi = (ai1, . . . ain), the centroid is found by averaging their coordinates:

(
1
n

∑
a1j , . . . ,

1
n

∑
anj

)
.

It is straightforward to calculate the necessary distances:

I Lemma 3. Let d denote the distance between the centroids of two (n− 1)-simplex facets
of the n-orthoplex in an unfolding. If d < 2/

√
n(n− 1), the facets must intersect. If

d > 2
√

(n− 1)/n, the facets cannot intersect.

4 Orthoplex Unfolding

This section proves that the 4-orthoplex is all-net. We do this by extending paths on the
skeleton of the 4-cube. While any path along a 3-cube can always be extended to a spanning
path, this is not true for n ≥ 4. For example, Figure 5(a) shows the 1-skeleton of the 4-cube,
and the blue path shown in (b) cannot be extended further.
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( a ) ( b )

Figure 5 A path in the 4-cube that cannot be further extended.

Notice that a path can no longer be extended only when it has already crossed through
all vertices adjacent to its two endpoints. Each vertex of the 4-cube is adjacent to four others,
so roughly speaking, we might expect a path to pass through eight additional points before
reaching its end. It is not quite this simple, because some of these points may overlap, but
by considering the possible configurations, we arrive at a slightly weaker result.

I Lemma 4. A path on the skeleton of the 4-cube can be extended to connect at least nine
vertices.

Rephrasing Lemma 4, any valid list can be extended to a valid list with at least eight
entries. There are relatively few valid lists with eight entries, and by direct inspection it can
be seen that they all yield nets, so:

I Lemma 5. Every valid list containing exactly eight entries unfolds to form a partial net
of the 4-orthoplex.

Figure 6 The partial unfolding corresponding to a valid list with length eight.

In unfoldings corresponding to longer lists, individual facets may be separated by more
than eight facets. In these cases, we can calculate the distance between centroids. In every
case, the distance is large enough to guarantee that the facets do not intersect, so:

I Lemma 6. If two facets of the 4-orthoplex are separated by eight or more facets, they
cannot overlap.
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Buekenhout and Parker [1] enumerate 110,912 ridge unfoldings of the 4-orthoplex. The
following guarantees that they are all valid nets.

I Theorem 7. The 4-orthoplex is all-net.

Proof. If there were an unfolding that did not yield a net, then there would be a path
between two of its overlapping facets. By Lemma 6, those facets must be separated by fewer
than eight intervening facets along the path, corresponding to a valid list L whose length is
at most eight. By Lemma 4, that list can be extended to one whose length is exactly eight.
As described in Lemma 5, none of the unfolds generated by these lists exhibit overlap. J

Moving to higher dimensions, although the n-cube is all-net [2], its dual is not:

I Theorem 8. For each n > 4, the n-orthoplex is not all-net.

Proof. In dimensions 5 – 9, specific lists demonstrate overlap using centroid arguments:

dim. 5 : 〈1, 2, 3, 4, 2, 1, 5, 4, 2, 4, 5, 4, 2, 1, 5, 4, 3, 1, 5〉
dim. 6 : 〈1, 2, 3, 1, 4, 5, 4, 3, 5, 4, 1, 3, 2, 1, 4〉
dim. 7, 8 : 〈1, 2, 3, 4, 1, 5, 3, 5, 4, 3, 2, 1〉
dim. 9 : 〈1, 2, 3, 4, 2, 4, 1, 2, 3〉.

It turns out that the dimension 9 example fails to unfold to a net for any n > 9. However,
in higher dimensions, the centroid measurements become less robust. Instead, we return to
the idea used in the simplex proof. It suffices to show that a point in the tenth facet has all
positive coordinates. The point v = 1/(n− 1)〈1, 0, 1, 1, . . . , 1〉 is the midpoint of the ridge of
the first facet. It can be shown that its image

M1 ·M2 ·M3 ·M4 ·M2 ·M4 ·M1 ·M2 ·M3 · v

in the tenth facet has all positive coordinates. Details are provided in [3, Section 4.3]. J

There are only three additional regular polytopes whose all-net property has not been
studied, all of which are four-dimensional: the 24-cell, 120-cell, and 600-cell. The number of
distinct unfoldings of these three polytopes are enumerated in [1]:

24-cell : 6 (219 · 5688888889 + 347)
120-cell : 27 · 52 · 73 (2114 · 378 · 520 · 733 + 247 · 318 · 52 · 712 · 535 · 23113 + 2392 · 39312)
600-cell : 2188 · 3102 · 520 · 736 · 1148 · 2348 · 2930

The unfolding enumerations for these three exceptional polytopes encourage us to conjecture
that all of them will fail to be all-net.
I Acknowledgments. We thank Nick Bail, Zihan Miao, Andy Nelson, and Joe O’Rourke for
helpful conversations. The first author was partially supported by an endowment from the
Fletcher Jones Foundation.
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Abstract
In the dynamic edge orientation problem, the usual goal is to orient edges in a way that bounds
the maximum out-degree as the graph is subject to insertions and deletions of edges. Brodal &
Fagerberg showed that explicitly maintaining an α-bounded out-degree orientation for dynamic
graphs of arboricity α requires amortized linear update time [8]. While all planar graphs have
arboricity ≤ 3, the construction in [8] is nonplanar. We show that the same lower bound holds for
dynamic planar graphs. This immediately implies that one cannot hope to explicitly maintain a
dynamic Schnyder wood of a graph with sub-linear amortized update time.

Related Version Partially based on the master’s thesis by Christiansen [9, Chapter 3].

1 Introduction

The study of Schnyder woods began with Schnyder’s result on realizers [24]; He showed that
every planar graph on at least 3 vertices admits a straight-line embedding in the (n − 2)
by (n − 2) grid, and that this embedding can be computed in linear time. Soon a plethora
of applications of Schnyder woods were established: From graph drawing and dimension
theory [3, 13, 14] to combinatorics and algorithmics [4, 22] and the list continues. See, for
instance, Bhore et al. [2] for a more in-depth overview. Schnyder showed that every plane
triangulation admits a decomposition of its inner edges, i.e. those not incident to the outer
face, into three forests. He called such a decomposition a realizer. The three forests have
since then commonly been referred to as Schnyder woods.

A 3-orientation of a plane graph is an orientation of the inner edges such that all vertices
have out-degree 3. A realizer (see Figure 1) of a plane graph is then a 3-orientation together
with a 3-edge colouring (with colours, say, ci, i ∈ Z/3) of all of the inner edges such that:

Every inner vertex has an out-edge coloured c0, c1 and c2.
The colours of the out-edges incident to an inner vertex v always appear in the same
counter-clockwise ordering (say c0, c1, c2).
In-edges of colour ci appear exactly between the out-edges of colour ci+1 and ci+2

Brehm [7], Mendez [21] and Bonichon et al. [5] studied different notions of flips that
move one Schnyder wood to another. One of the flips they studied is the diagonal flip, on
which there is a rich body of research on in its own - both in the combinatorial setting and
in the geometrical setting, where the graphs are embedded in the plane. A diagonal flip

∗ Partially supported by Independent Research Fund Denmark grant 2018-2021 (8021-00249B), “Algo-
Graph”, the VILLUM Foundation grant 16582, “BARC”, and the VILLUM Foundation grant 37507,
“Efficient Recomputations for Changeful Problems”.
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to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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Figure 1 The local structure at a vertex (left), and an example of a realizer (right).

in a triangulation is the action of removing an edge xy incident on faces xyz and vxy and
replacing it with the edge vz (see Figure 2, left). These flips also move one realizer to another.
Wagner [26] initiated this study by showing that one can go from any triangulation to another
using only diagonal flips. See, for example, [6] for a review of the literature on flips. Finally,

Figure 2 A diagonal flip (left). Coloured flips (right) w.r.t. the specified orientations [2].

Bhore et al. [2] studied certain diagonal flips called coloured flips (Figure 2, right). There
are two types of coloured flips in a plane triangulation G: 1) in a quadrilateral vyzx with
diagonal vz oriented from v to z and coloured, say, ci, yv oriented from y to v and coloured
ci+1 and yx /∈ G, we can remove vz and insert yx oriented from y towards x coloured ci+1
and reorient yv to be oriented from v towards y and colour it ci, 2) a symmetrical version if
xv is oriented from x towards v (see for example [2]). Bhore et al. [2] show that one can go
between any two plane triangulations using only coloured flips. They also give a dynamic
algorithm able to maintain a Schnyder wood over a sequence of coloured flips in O(log n)
time per flip. Note that there exist diagonal flips which are not coloured flips, and while
they can be simulated by a sequence of coloured flips [2], as we shall later see, this sequence
may have length Ω(n).

Dynamic planar graphs have been studied both in the incremental (edge-insertion only)
[10, 17, 23, 27] and fully-dynamic (insertion/deletion) setting [11, 12, 15, 16, 18]. The
existence of efficient algorithms for testing planarity of a fully-dynamic graph [12, 16]
motivate efforts to dynamically maintain well-known properties of planar graphs, such as e.g.
bounded out-degree orientations, colourings, and Schnyder woods.

A k-bounded out-degree orientation of a graph is an orientation of the edges s.t. every
vertex v has out-degree d+(v) ≤ k (here d+(v) denotes the out-degree of v). It is implicit
if querying an edge-orientation requires computation, and explicit otherwise. Maintaining
bounded out-degree orientations of dynamic graphs is well-studied [1, 8, 19, 20, 25]. Brodal
& Fagerberg showed [8] that it takes linear (even amortized) update time to maintain an
explicit α-bounded out-degree orientation of dynamic graphs with arboricity ≤ α. We show
that this explicit lower bound carries over to planar graphs: one cannot explicitly maintain a
3-bounded out-degree orientation of a fully-dynamic planar graph with sublinear update-time.
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This immediately implies that one cannot maintain explicit Schnyder woods of a dynamic
planar graph even if one gets to choose and change the embedding with respect to which the
Schnyder woods are computed.

2 Preliminaries

Fraissex & Mendez and Brehm studied 3-orientations [7, 21]. Brehm showed that a plane
triangulation has a unique 3-orientation if and only if it is stacked which is equivalent to
being 3-degenerate - the property that every subgraph contains a vertex of degree at most 3.
In fact this can be slightly generalised - and we will use this slight generalisation later on,
when dealing with graphs where no embedding is specified. The proof of the generalisation
is similar, so we only provide a sketch:

▶ Lemma 2.1. ([7]) Let G be a plane triangulation with a 3-bounded out-degree orientation
O. Let x, y, z form a triangle in G, and let H be a component of G − {x, y, z}, such that
d+

G(v) = 3 for all v ∈ H. Then the restriction of any 3-bounded out-degree orientation of G

to all edges incident to H is unique if and only if G[H ∪ {x, y, z}] is 3-degenerate.

Proof. (Sketch): A counting argument shows that all edges between H and x, y, z are oriented
away from H. Indeed, G[H ∪ {x, y, z}] is planar and so contains at most 3(|H| + 3) − 6 edges.
3 of these go between x, y, z, so the remaining 3|H| edges must be out-edges of vertices in H.

Next, we show that the restriction of any 3-bounded out-degree orientation O to H

is unique iff it is acyclic. Indeed, suppose it is not acyclic. Then it has a directed cycle.
Flipping the orientation along this cycle creates a new 3-bounded out-degree orientation
with a different restriction. The other direction is as follows: suppose that there exists
an orientation for which the restriction to H is acyclic, but that this restriction is not
unique. Comparing two such restrictions gives an edge which is oriented differently in the
two orientations. Now, since every point has out-degree 3 an endpoint cannot be incident to
only one such edge, so there is a new edge - oriented differently by the two orientations -
that one can follow. Continuing like this eventually gives you a directed cycle in H as, by
above, one never reaches x, y, z. This is a contradiction.

The Lemma then follows by noting that having an acyclic 3-bounded out-degree orientation
is equivalent to being 3-degenerate. Indeed, beginning at an arbitrary vertex in H and
following incoming edges backwards ensures that one ends up in a source in H. This source
has degree at most 3. We can remove this vertex and apply induction to see that any
subgraph not containing this vertex also has a vertex of degree at most 3. The other direction
follows, since the 3-degeneracy implies that in any non-empty subgraph S ⊂ H one can
always find a v ∈ S of degree 3 in G[S ∪ {x, y, z}]. Beginning from H one can remove such a
vertex and orient its incident edges so that it becomes a source. Continuing like this never
creates cycles and therefore yields an acyclic 3-bounded out-degree orientation. ◀

3 Explicit lower bounds

Since Schnyder woods are defined with respect to particular embeddings, we shall give a
more general explicit lower bound on maintaning 3-bounded out-degree orientations in planar
graphs. Since any Schnyder wood trivially gives a 3-bounded out-degree orientation (the
outer edges can be oriented arbitrarily), this implies that we cannot maintain a dynamic
Schnyder wood - even if the embedding is allowed to change. We give this lower bound by
first considering explicit 3-orientations in plane graphs. We have the following Lemma:
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▶ Lemma 3.1. Let A be an algorithm explicitly maintaining a 3-orientation of an n-vertex
plane triangulation under diagonal flips. Then the flip operation can be forced to spend Ω(n)
update time, even when considering amortized complexity.

Proof. Consider the following plane triangulation (see Figure 3) containing a path s1, s2, · · · , sk

of length k = n − 5 = Ω(n). The plane triangulation is 3-degenerate, and hence by Lemma
2.1, it has a unique 3-orientation: By diagonal flipping the edge uv and subsequently the

Figure 3 The plane triangulation along with its unique 3-orientation.

edge s1x, one gets a new plane triangulation. It is again 3-degenerate, and hence by Lemma
2.1 it has a unique 3-orientation. (see Figure 4). By diagonally flipping the same edges in

Figure 4 Going between two unique 3-orientations.

the opposite order, one reclaims the original graph. The new 3-orientation has Ω(n) edges
oriented differently compared to the original 3-orientation, but it only requires a constant
number of diagonal flips to go between the two graphs. Hence, a constant number of flips
forces A to change Ω(n) edges, and thus, the update time for the diagonal flip operation must
be Ω(n), even amortized, as one can force this update sequence as many times as desired. ◀

As every Schnyder wood is in bijection with the underlying 3-orientation [21], an easy
Corollary of this is that one also cannot hope to explicitly and dynamically maintain a
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Schnyder wood of a plane triangulation under diagonal flipping in sublinear time.

▶ Corollary 3.2. Let A be an algorithm explicitly maintaining a Schnyder wood of an n-vertex
plane triangulation under inner edge flips. Then the flip operation can be forced to spend
Ω(n) update time, even when considering amortized complexity.

The goal now is to extend this lower bound to 3-bounded out-degree orientations of planar
graphs under insertion/deletion of edges. There are only three things to consider before
doing such an extension. Firstly, now we support the operations insertion/deletion of edges
and not the diagonal flip. This is however a non-issue since a diagonal flip can be simulated
by first deleting the edge and then inserting the other diagonal. Secondly, we now consider
3-bounded out-degree orientations and so outer vertices also have out-edges, and not all inner
vertices are required to have out-degree 3. Lastly, the lower bound should apply not only to
plane graphs where an embedding is chosen, but also to planar graphs. We deal with the
last two points by using at least 13 copies of the graph from above. Then, in at least one of
the copies, all inner vertices must have out-degree 3 - both before and after a sequence of
updates. Hence, we can do the aforementioned updates in all 13 copies, and this will then
ensure that at least one copy has to behave as in Lemma 3.1. Formally, we show:

▶ Theorem 3.3. Let A be an algorithm explicitly maintaining a 3-bounded out-degree
orientation of an n-vertex planar graph under insertion and deletion of edges. Then the
insert or the delete operation can be forced to spend Ω(n) update time, even when considering
amortized complexity.

Proof. Create a planar graph G by placing 13 copies of the graph P from the proof of
Lemma 3.1 in the plane, and triangulating arbitrarily. Let n = |V (G)|. For each copy Pi

of P , we let the set Ii resp. Oi be the set of vertices that are inner resp. outer vertices of
Pi, if Pi is embedded as in Lemma 3.1. In particular, for a specific copy of P , say Pi, the
corresponding set Ii has size |Ii| = 2 + n−5·13

13 = Ω(n). Since G is a plane triangulation, it
follows from Euler’s Theorem that |E(G)| = 3n − 6. This implies that at most 6 vertices
of G can have out-degree strictly less than 3. Hence, in at least 7 of the 13 copies of P ,
every vertex in I has out-degree 3. Since the O vertices of each of these specific copies of P

form a triangle, it follows from Lemma 2.1 that the edges incident to I must have the same
orientation as in the plane embedding in Lemma 3.1 and that this orientation is unique.

Now, we simulate the flip sequence used in Lemma 3.1 in each copy. Doing this in all
13 copies only requires 26 insertions and 26 deletions in total. After these alterations, it
is still the case that in at least 7 of the 13 copies of P every vertex in I has out-degree
3. Furthermore, since the O vertices of each of these specific copies of P form a triangle,
it follows from Lemma 2.1 that the edges incident to I must have the same orientation
as in the altered plane embedding in Lemma 3.1 and that this orientation is unique. At
least one copy Pi of P has out-degree 3 at every vertex in Ii in both the orientation before
and in the orientation after the update sequence. Consequentially, A must have flipped at
least |Ii| − 3 = Ω(n) edge-orientations during the update sequence. The update sequence
consists of only a constant number of updates, and it can be reversed by first deleting uv and
re-inserting it across the opposite diagonal in each copy, and then doing the same for sky in
every copy of P . Each reversal of the update sequence, requires only a constant number of
updates, but forces A to change at least Ω(n) edge-orientations. Hence, it follows that either
delete or insert must incur an update cost of at least Ω(n), even when considering amortized
cost. ◀

Since any Schnyder wood can be extended to a 3-bounded out-degree orientation, we get:
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▶ Corollary 3.4. Let G be a fully-dynamic graph with n vertices subject to edge insertions
and deletions, and let A be an algorithm explicitly maintaining a Schnyder wood of a plane
embedding of a plane triangulation of G. Then delete or insert can be forced to spend Ω(n)
update time, even when considering amortized complexity.

In [8], Brodal & Fagerberg showed that one cannot explicitly maintain an α-bounded out-
degree orientation in a dynamic graph with arboricity α with sub-linear update time for
either deletetion or insertion. For α = 3, the dynamic graph they use is not planar, however,
Theorem 3.3 shows that the same is the case for planar graphs.

Acknowledgments. We thank Irene Parada for helpful discussions, and for pointing us to
the work of Bhore et al [2].
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Abstract
A family of k point sets in d dimensions is well-separated if the convex hulls of any two disjoint
subfamilies can be separated by a hyperplane. This notion is instrumental in showing that certain
generalized ham-sandwich cuts exist. But how hard is it to check whether a given family of high-
dimensional point sets has this property? Starting from this question, we study several algorithmic
aspects of the existence of high-dimensional transversals and separations.

1 Introduction

Given a family of k sets S1, . . . , Sk in Rd, we say that the family is well-separated if for
any proper index set I ⊂ [k], with I 6= ∅ and I 6= [k], the convex hulls of SI and S[k]\I
can be separated by a hyperplane, where we define SJ = ∪j∈JSj , for any proper index
set J ⊂ [k]. Well-separation is equivalent to the fact that for any proper index set I, the
convex hulls of SI and S[k]\I do not intersect. A hyperplane h is a transversal if Si ∩ h 6= ∅
for all i ∈ [k]. More generally, an m-flat (i.e., an affine subspace of dimension m) is an
m-transversal if it intersects all the sets of the family. It turns out that well-separation is
intimately related to transversals: a family of sets S1, . . . , Sk is well-separated if and only
if there is no (k − 2)-transversal of the convex hulls of S1, . . . , Sk. Observe that for any
family of k ≤ d sets, there always exists a (k − 1)-transversal. Indeed choose a point from
each of the k sets, and consider a (k − 1)-flat that contains these k points. Furthermore
due to Radon’s theorem a family of d + 2 sets in dimension d cannot be well-separated.
Radon’s theorem states that any set of d+ 2 points in dimension d can be partitioned into
two sets with intersecting convex hulls. Questions related to transversals have been studied
extensively, mostly from a combinatorial, but also from a computational perspective. For
more background, we refer the interested readers to the relevant surveys [2, 10,11].
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Well-separation is a strong assumption on set-families, and it should not be a surprise
that for many problems, it leads to stronger results and faster algorithms compared to the
general case. One such example concerns Ham-Sandwich cuts. Given d point sets P1, . . . , Pd

in Rd, a Ham-Sandwich cut is a hyperplane that simultaneously bisects each point set. While
Ham-Sandwich cuts exist for any family of d point sets [16], computing a Ham-Sandwich cut
is PPA-complete when the dimension is not fixed [9], meaning that it is unlikely to allow an
algorithm that runs in polynomial time in the dimension d. On the other hand, if P1, . . . , Pd

are well-separated, not only do there exist bisecting hyperplanes, but the Ham-Sandwich
theorem can be generalized to hyperplanes cutting off arbitrary given fractions from each
point set [5,15]. Moreover, the problem of finding such hyperplanes lies in the complexity class
UEOPL [8], a subclass of PPA which is believed to allow for significantly faster algorithms.

From an algorithmic perspective, the main focus of work has been on line transversals in
dimensions 2 and 3, see, e.g., [1, 4, 14]. To the authors’ knowledge, in higher dimensions only
hyperplane transversals have been studied, where the best known algorithm for deciding
whether a set of n polyhedra with m edges has a hyperplane transversal, runs in time
O(nmd−1) [3]. In particular, there is an exponential dependence in the dimension d. This
curse of dimensionality appears in many geometric problems. For several problems, it has
been shown that there is probably no hope to get rid of the exponential dependence in the
dimension. As an example, we mention a result for Ham-sandwich cuts, due to Knauer,
Tiwary and Werner [12]: Given d point sets P1, . . . , Pd in Rd and a point p ∈ Rd, where
d is part of the input, it is W [1]-hard (and thus NP-hard) to decide whether there is a
Ham-sandwich cut passing through p.

Our Results. A family of k sets in Rd is well-separated, if and only if their convex hulls
have no (k − 2)-transversal. This fact seems to be well-known, but we could only find some
references without proofs, and some proofs of only one direction, for similar definitions of
well-separation [6, 7]. Therefore, we present a short proof for sake of completeness in the full
version. This immediately implies that testing well-separation is in coNP.

In [8], the authors ask what is the complexity of determining whether a family of point
sets is well-separated, when d is not fixed. We present several hardness results for finding
(k − 2)-transversals in a family of k sets in Rd. We consider two cases: a) the sets are finite
point sets, and b) the sets are convex.
I Theorem 1.1. Given a family of k > d point sets in Rd, each consisting of at most two
points, it is strongly NP-hard to check whether there is a (d − 1)-transversal, even in the
special case k = d+ 1.

Note that this problem is trivial if k ≤ d, as the answer is always yes. Our result shows
that the problem becomes NP-hard for the first value of k for which the problem is non-trivial.
We use Theorem 1.1 to show the following:
I Theorem 1.2. Given a set of k > d line segments in Rd, it is strongly NP-hard to check
whether there is a (d− 1)-transversal, even in the special case k = d+ 1.

Theorem 1.2 implies that testing well-separation is coNP-complete even in the case of
d+ 1 segments in Rd, answering the question from [8].

As a positive result, we can show the existence of the following approximation algorithm.
This can be seen as the special case where each point set consists of a single point.
I Theorem 1.3. Given a set P of k points in Rd, it is possible to compute in polynomial
time in d and k a hyperplane that contains Ω( OPT log k

k log log k ) points of P , where OPT denotes the
maximum number of points in P that a hyperplane can contain.
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In Section 3, we study the problem through the lens of parametrized complexity. We
show a significant difference depending on whether we consider convex sets or finite point
sets.

I Theorem 1.4. Checking whether a family of k ≤ d+ 1 convex hulls of point sets in Rd

has a (k − 2)-transversal (or equivalently, whether the point sets are well-separated) is FPT
with respect to d.

I Theorem 1.5. Given a set of k > d point sets in Rd, it is W[1]-hard with respect to d to
check whether there is a (d− 1)-transversal, even in the special case k = d+ 1.

Observe that for finite point sets (and more generally for any sets that are not convex),
having no (k − 2)-transversal does not a priori imply well-separation.

2 Hyperplane Transversals in High Dimensions

Let S1, . . . , Sk ⊂ Rd be k sets in d dimensions, where d is not fixed. Note that we do not
assume the sets to be convex. In particular, the sets can even be finite. We consider the
decision problem HypTrans: Given sets S1, . . . , Sk, decide if there is a (d− 1)-transversal
for them. We consider the finite case and the case of line segments. We also consider the
optimisation formulation of HypTrans, that we name MaxHyp: Given the sets S1, . . . , Sk,
find a hyperplane that intersects as many of these sets as possible.

We begin with the case that all Si are finite point sets. We first assume that every Si

contains a single point, for i = 1, . . . , k. Note that in this situation, HypTrans can be solved
greedily. We denote by P the point set that is the union of all Si. Let us denote by OPT
the maximum number of points in P that a hyperplane may contain.

I Theorem 1.3. Given a set P of k points in Rd, it is possible to compute in polynomial
time in d and k a hyperplane that contains Ω( OPT log k

k log log k ) points of P , where OPT denotes the
maximum number of points in P that a hyperplane can contain.

Proof. If k ≤ d, we just output a hyperplane that contains all points of P . Otherwise, let
f(k) = log k/ log log k. If f(k) < d, we pick d points from P , and we output a hyperplane
through these points. If f(k) ≥ d, we partition P into disjoint groups of size f(k). In each
group, we compute all hyperplanes that go through some d points from the group. Among
all hyperplanes for all groups, we output the hyperplane that contains the most points in P .
For each group, we have O(f(k)d) = O(f(k)f(k)) = O(k) hyperplanes to consider. Thus, the
algorithm runs in polynomial time in d and k.

We now analyze the approximation guarantee. If f(k) < d, then we output a hyperplane
with at least d > f(k) ≥ f(k)OPT/k points, since OPT ≤ k. If f(k) ≥ d, we let h be an
optimal hyperplane. If h contains at least d points in a single group, then we output an
optimal solution. Otherwise, h contains less than d points in each group, so OPT ≤ d(k/f(k)).
This means that d ≥ f(k)OPT/k, and the claim follows from the fact that our solution
contains at least d points. J

We now restrict ourselves to the situation that every Si contains at most two points, for
i = 1, . . . , k. We will prove that already in this case HypTrans is strongly NP-hard, by
reducing from BinPacking. Our reduction will pass through two intermediate problems
EqualBinPacking and FlatTrans. We start by defining all the involved problems.

In BinPacking, we are given as input a set of items I = {I1, . . . , In} with weights
w(Ii) := w(i) ∈ Z+, and a set B = {B1, . . . , Bk} of bins, all with the same capacity b ∈ Z+.
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The goal is to decide whether there is a partition of the items into the bins such that in each
bin the total weight of the items does not exceed the capacity. In EqualBinPacking, we
are given the same input, but now the goal is to decide whether there exists a partition of
the items into the bins such that in each bin the total weight of the items equals exactly the
capacity. Note that BinPacking can easily be reduced to EqualBinPacking by adding
the appropriate number of elements of weight 1, so EqualBinPacking is strongly NP-hard
as well.

Finally, in FlatTrans, we are given m sets S0, . . . , Sm−1 in Rd, where m and d are
both part of the input, and the goal is to decide whether there is an (m− 2)-transversal. In
other words, the question is whether there exists an (m− 2)-dimensional affine subspace h
such that for each i ∈ {0, . . . ,m− 1} we have that Si ∩ h 6= ∅. Note that HypTrans with
k = d+ 1 is the same as FlatTrans with m = d+ 1.

I Theorem 2.1. FlatTrans is strongly NP-hard even when S0 = {0} and any other Si

consists of at most two points.

Sketch of proof. We reduce from EqualBinPacking. Given an input I,B,w, b, where
|I| = n and |B| = k, to EqualBinPacking, we construct an instance of FlatTrans as
follows: First, we set the dimension d = k + n+ kn and the number of sets m = kn+ 2. For
any (i, j) ∈ [n]× [k] define the vectors

vi,j(x) :=





w(i), if x = j,

1, if x = k + i,

1, if x = k + n+ (i− 1)k + j,

0, else,

and ui,j(x) :=





0, if x = j,

0, if x = k + i,

1, if x = k + n+ (i− 1)k + j,

0, else.

Note that by x ∈ {1, . . . k + n + kn} we describe the entries of the vector. For example
the first entry of vi,j is described by vi,j(1). Further, define the vector c(x) whose entries
are −b for 1 ≤ x ≤ k and −1 everywhere else. Now set S0 = {0}, Sl = {vi,j , ui,j} for each
l = (i− 1)k + j (note that this choice of l just gives that the order of the l’s corresponds to
the lexicographic order of the (i, j)’s) and Skn+1 = {c}. Note that all of this can be done in
polynomial time.

In the full version, we show that there is a kn-transversal of the sets S0, . . . , Skn+1, if
and only if there is a valid partition for the EqualBinPacking instance. J

Now, there is only one reduction remaining:

I Theorem 2.2. Let S0 = {0} and let Si ⊂ Rd be finite for i = 1, . . . ,m − 1. Then we
can construct in polynomial time sets S′0, S′1, . . . , S′d+2 ⊂ Rd+2 which can be transversed by a
hyperplane if and only if S0, S1, . . . , Sm−1 ⊂ Rd have an (m− 2)-transversal.

Sketch of proof. We only show the construction of the sets here. For the complete proof, we
refer to the full version. First, for each point p in some set Si we define the point p′ = (p, 0, 0)
and place it in the set S′i. For m ≤ i ≤ d+ 2, define S′i as the set consisting only of the point
s′i = (0, . . . , 0, 1, i). Additionally, let S′0 := {0}. J

Theorem 1.1 now follows from combining Theorems 2.1 and 2.2.
Further, we can now show that deciding whether there is a hyperplane transversal for d

line segments and the origin in Rd, where d is not fixed, is NP-hard. We will reduce this to
the restricted version of HypTrans where the sets Si contain at most two points. This is
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s1 s2

s3

Figure 1 Every hyperplane transversal through s1, s2, s3 must choose an endpoint of s1 (and of
s2).

done with the help of a gadget that enforces that every hyperplane transversal must use one
of the two endpoints of a given line segment. The gadget is shown in Figure 1.

Given a collection of sets of size at most two, for each set we take the line segment formed
by its points as s1, the origin as point s3, and we construct the corresponding new segment
s2 using the gadget presented in Figure 1. This gives a family S of 2k line segments that all
lie in a k-dimensional space. In order to prove Theorem 1.2, we need to lift our construction
to R2k. This lifting is described in the full version.

3 From the viewpoint of parametrized complexity

Recall that our original motivation comes from determining whether d point sets in Rd are
well-separated. Let us consider those d sets, and let us denote by n the total number of
extreme vertices on their respective convex hulls. We say that n is the convex hull complexity
of the set family. We assume that we are given the extreme points of the convex hull of every
set and hence have a finite number of points for every set.

I Theorem 1.4. Checking whether a family of k ≤ d+ 1 convex hulls of point sets in Rd

has a (k − 2)-transversal (or equivalently, whether the point sets are well-separated) is FPT
with respect to d.

Sketch of proof. For the O(2d) choices of index sets I ⊂ [k], we check with an LP whether
the convex hulls of SI and S[k]\I intersect. J

On the other hand, using a framework similar to the one introduced by Marx [13], we
show in the full version that

I Theorem 3.1. FlatTrans is W [1]-hard with respect to the dimension.

Combining this with Theorem 2.2, we deduce Theorem 1.5.
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Abstract
The splitting number of a graph G = (V, E) is the minimum number of vertex splits required to
turn G into a planar graph, where a vertex split removes a vertex v ∈ V , introduces two new
vertices v1, v2, and distributes the edges formerly incident to v among its two split copies v1, v2.
The splitting number problem is known to be NP-complete. In this paper we shift focus to the
splitting number of graph drawings in R2, where the new vertices resulting from vertex splits must
be re-embedded into the existing drawing of the remaining graph. We show the NP-completeness
of the splitting number problem for graph drawings, even for its two subproblems of (1) selecting
a minimum subset of vertices to split and (2) for re-embedding a minimum number of copies of a
given set of vertices, which does not need to be a solution to (1). We present an FPT algorithm for
the latter subproblem, parameterized by the number of vertex splits, which reduces the instance to
bounded outerplanarity and then uses dynamic programming on its sphere-cut decomposition.

Related Version arXiv:2202.12293

1 Introduction

Visualizing dense graphs is a challenging task due to the potentially large number of edge
crossings, which make tracing of individual edges harder and create clutter that negatively
impacts readability [31]. Several approaches have been proposed to mitigate this issue [20],
many aim to achieve readability properties similar to those of crossing-free drawings of
planar graphs [30, 32, 34]. One such technique is to apply a sequence of vertex splitting op-
erations. This approach has been studied from a theoretical perspective [8, 11, 23, 26], and
is used in practice, e.g., by biologists and social scientists [18, 19, 29, 35, 36]. For a given
graph G = (V,E) and a vertex v ∈ V , a vertex split of v replaces v by two non-adjacent
copies v1, v2 and distributes the edges formerly incident to v to v1 and v2. The minimum
number of splits needed to obtain planarity is known as the splitting number of a graph and
computing it is NP-hard [13]. The splitting numbers of complete graphs, complete bipartite
graphs and the 4-cube [12, 16, 17, 22] are known. Similarly, the planar split thickness of a
graph G is the minimum k such that G can be turned into a planar graph by applying a
k-split (which creates k copies v1, . . . , vk) to each vertex v of G. Deciding whether a graph
has split thickness k is NP-complete [11].
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Contributions. Our focus in this paper is on vertex splitting for topological graph drawings
in the plane R2, where the subgraph induced by the non-split vertices retains its drawing.
Similarities can be found with simultaneous embedding problems [5, 14, 15], and planar
drawing extension problems [1, 2, 6, 7, 9, 10]. The underlying algorithmic problem for vertex
splitting in drawings of graphs is two-fold: firstly, a suitable (minimum) subset of vertices
to be split must be selected, and secondly the newly created copies of these vertices must
be re-embedded in a crossing-free way together with a partition of the original edges of each
split vertex into a subset for each copy. We show that both problems are NP-complete, and
present an FPT algorithm for the re-embedding subproblem of the splitting number problem
for graph drawings parameterized by the number of splits. We note that the smallest set of
vertices as computed for the first subproblem is not necessarily the correct set of vertices to
split when solving the complete problem.

Preliminaries. Let G = (V,E) be a graph. We write G[V ′] to denote the subgraph of G
induced by V ′ ⊆ V and NG(v) to denote the neighborhood of a vertex v in G.

Let Γ be a topological drawing (for simplicity, from now on called a drawing) of G, which
maps each vertex to a point in R2 and each edge to a simple curve (a Jordan arc) connecting
the points corresponding to the incident vertices of that edge. We still refer to the points
and curves as vertices and edges, respectively, in such a drawing. We assume Γ is a simple
drawing, meaning no two edges intersect more than once, no three edges intersect in one
point (except common endpoints), and adjacent edges do not cross. A split operation of a
vertex v ∈ V into two copies v̇(1), v̇(2) results in a drawing of the graph G′ = (V ′, E′) where
V ′ = V \ {v}∪{v̇(1), v̇(2)} and E′ is obtained from E by distributing the edges incident to v
among v̇(1), v̇(2) such that NG(v) = NG′(v̇(1))∪NG′(v̇(2)). It assigns new coordinates Γ(v̇(i))
to v̇(1), v̇(2) as well as new curves Γ(e) to all edges e incident to any of the split vertices. If
a copy v̇ of a vertex v is split again, then any copy of v̇ is also called a copy of the original
vertex v and we use the notation v̇(i) for i = 1, 2, . . . to denote the different copies of v.
I Problem 1 (Embedded Splitting Number). Given a graph G = (V,E), a drawing Γ of
G and an integer k, can G be transformed into a graph G′ by applying at most k splits to G
such that G′ has a planar drawing that coincides with Γ when restricted to G′[V (G)∩V (G′)]?

Problem 1 includes two interesting subproblems, namely the candidate selection prob-
lem and the re-embedding problem. The candidate selection problem is related to the NP-
complete problem of deleting at most k vertices from a non-embedded graph to make it
planar [25,28]. However, here we deal with a given drawing of a graph (with crossings).
I Problem 2 (Candidate Selection). Given a graph G = (V,E), a drawing Γ of G
and an integer k, can we find a candidate set Scdt ⊂ V of at most k vertices such that the
drawing Γ restricted to G[V \ Scdt] is planar?

The vertices split in a solution of Problem 1 necessarily form such a candidate set,
however, a minimum cardinality candidate set might not be the set that requires the least
amount of splits to solve Problem 1, as vertices can be split multiple times and we might
have to additionally split vertices whose incident edges are not involved in crossings.

Once a candidate set has been obtained we want to solve the second subproblem:
I Problem 3 (Split Set Re-Embedding). Given a graph G = (V,E), a candidate set
Scdt ⊂ V , a drawing Γ of the subgraph G[V \ Scdt], and an integer k ≥ |Scdt|, can we
perform at most k splits, splitting only vertices in Scdt and splitting each vertex in Scdt at
least once, such that the resulting graph G′ has a planar drawing that coincides with Γ when
restricted to G[V \ Scdt]?
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Figure 1 (a) An example graph G, (b) a planar drawing Γ of G where Scdt has been removed,
and (c) a solution drawing Γ?. Pistils are squares, copies are circles and vertices in Scdt are disks.

While we find that Split Set Re-Embedding is FPT, the parameterized complexity of
Candidate Selection remains open.

2 Embedded Splitting Number Subproblems are NP-Complete

The reduction showing Splitting Number to be NP-complete [13] does not seem to extend
to Embedded Splitting Number. Here we show that Candidate Selection is NP-
complete using a reduction from planar 3-SAT inspired by Hummel et al. [21].1

I Theorem 2.1. Candidate Selection is NP-complete.

We then show that Split Set Re-Embedding also is NP-complete. We reduce from
Face Cover [4], where we are given a planar graph and a vertex subset S and we ask for the
smallest set of faces F such that each vertex in S is incident to a face in F . We construct an
instance of Split Set Re-Embedding with the same graph and an extra vertex v, where
the candidate set is the vertex v and its neighborhood is N(v) = S. A re-embedding of k
copies of v uses faces that induce a face cover and vice-versa, a face cover of size k gives the
faces in which we can re-embed k copies of v.

I Theorem 2.2. Split Set Re-Embedding is NP-complete.

3 Split Set Re-Embedding is Fixed-Parameter Tractable

In this section we propose an FPT algorithm for Problem 3 (Split Set Re-Embedding)
and prove the following theorem.

I Theorem 3.1. Split Set Re-Embedding can be solved in 2O(k2) · nO(1) time, where k
is the number of allowed splits and n is the number of vertices in the input graph G.

Algorithm outline. We aim to re-embed copies of our candidate vertices with the following
setup (Fig. 1). First, from the given set Scdt of candidate vertices (disks in Fig. 1a) we
choose how many copies of each vertex we will make. We initialize a set Sf with one copy of
every candidate vertex, then loop over every possibility of splitting vertices in Scdt k−|Scdt|
times. Note that |Scdt| ≤ k, and thus every computed set Sf is obtained from k split
operations. This creates 2O(k2) different sets. For each such computed set Sf of copies we
determine the connections among them. Next, we transform our input to be able to compute

1 Alternatively, one can reduce from Independent Set on segment intersection graphs [24] as suggested
by a reviewer.
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Figure 2 (a) A graph and (b) its sphere-cut decomposition. Each labeled leaf corresponds to
the same labeled edge of the graph. The middle set of each colored edge in the tree corresponds to
the vertices of the corresponding colored dashed noose in the graph.

a sphere-cut decomposition of the new drawing, as explained in Section 3.1. We then use
dynamic programming on the tree defined by this decomposition as sketched in Section 3.2.
If this algorithm finds that our instance is a yes instance then a solution exists (see Fig. 1c).

We introduce the following terminology. Any vertex v that has a neighbor in Scdt is
called a pistil. Each face that is incident to a pistil is called a petal. Let p be a pistil in the
input graph G with neighbors N(p). Let v̇ be a copy of some v ∈ Scdt, where v ∈ N(p).
Given a drawing Γ̃ of a subgraph of G, we say v̇ covers p if v̇ is adjacent to p in Γ̃.

3.1 Finding a Sphere-Cut Decomposition
Given an instance of Split Set Re-Embedding (SSRE), we transform the induced graph
G[V \Scdt] in the following manner: any vertex v ∈ V \Scdt that is not incident to a petal is
removed. Then, any bridge in that new drawing is transformed into a multi-edge to obtain
G′ and its drawing Γ′. We can show that the instance obtained is a yes-instance if and
only if the original instance is a yes-instance and the graph G′ is 6k-outerplanar. A graph
is `-outerplanar if after ` times removing all vertices on the outer face the graph becomes
empty. This can be exploited algorithmically in the following..

A branch decomposition of a (multi-)graph G is a pair (T, λ) where T is an unrooted
binary tree, and λ is a bijection between the leaves of T and E(G). Every edge e ∈ E(T )
defines a bipartition of E(G) into Ae and Be corresponding to the leaves in the two connected
components of T − e. We define the middle set mid(e) of an edge e ∈ E(T ) to be the set of
vertices incident to an edge in both sets Ae and Be. The width of a branch decomposition
is the size of the biggest middle set in that decomposition. The branchwidth of G is the
minimum width over all branch decompositions of G.

A sphere-cut decomposition of a planar (multi-)graph G with a planar embedding Γ on
a sphere Σ is a branch decomposition (T, λ) of G such that for each edge e ∈ E(T ) there is
a noose η(e): a closed curve on Σ such that its intersection with Γ is exactly the vertex set
mid(e) (i.e., the curve does not intersect any edge of Γ) and such that the curve visits each
face of Γ at most once (see Fig. 2). The removal of e from E(T ) partitions T into two subtrees
T1, T2 whose leaves correspond, respectively, to the noose’s partition of Γ into two embedded
subgraphsG1, G2. Sphere-cut decompositions were introduced by Seymour and Thomas [33],
more details can also be found in [27, Section 4.6]. The length of the noose η(e) for an edge
e ∈ E(T ) is the number of vertices on the noose (or the size of mid(e)) and it is at most
the branchwidth of the decomposition. We defined drawings in the plane, whereas we need
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drawings on the sphere for sphere-cut decompositions. However, if we treat the outer face of a
planar drawing just as any other face, then spherical and planar drawings are homeomorphic.

An `-outerplanar graph has branchwidth at most 2` [3] and a connected bridgeless planar
graph of branchwidth at most b has a sphere-cut decomposition of width at most b that can
be computed in O(n3) time (see [27, Section 4.6]). Since G′ is 6k-outerplanar and bridgeless,
we obtain a sphere-cut decomposition of G′ of branchwidth 12k.

3.2 Dynamic Programming on a Sphere-Cut Decomposition Tree
Initialization. The dynamic program works bottom-up in the sphere-cut decomposition
tree T from the leaves to an arbitrarily chosen root, considering iteratively larger subgraphs
of G′. The algorithm determines how partial solutions look like on the interface between
subgraphs and the rest of G′. We first transform T by defining a root vertex and move the
information of the middle set from each edge to the child vertex (according to the new parent-
child relations). For each vertex t of T , its noose η(t) splits the graph into two subgraphs. We
define the subgraph whose edges correspond to the leaves of the subtree of T rooted at t to be
the graph inside the noose. A partial solution on a subgraph G′

t inside noose η(t) is a planar
drawing of that subgraph, with a subset S′

f ⊆ Sf of copies embedded in it together with
edges to the copies’ neighborhood in G′

t such that all pistils not on the noose are covered. To
describe those partial solutions we build tuples called signatures for each possible solution for
each noose. A signature holds the following information (see Fig. 3): (i) the set of copies Sin
used in faces entirely inside η(t) to cover pistils, (ii) the set Nη of sets Xv of neighbors of
each vertex v ∈ η(t) that do not cover v, (iii) graphs that represent embeddings of copies for
all the faces traversed by the noose, and (iv) for each such graph a pair of pointers ps, pe that
describe which vertices of that embedding are used to cover pistils in G′

t. We find that the
number of signatures is upper bounded by 2O(k2). The embeddings from (iii) are described
by a set Cout of graphs called nesting graphs (see Fig. 4), which are planar graphs Cf ,
where a set of copies are embedded inside a cycle and each vertex of the cycle has exactly
one neighbor that is a copy. The intuition behind a nesting graph is that, when embedded
inside a face f , one can simultaneously traverse the cycle of Cf and the face f in the same
direction, and draw an edge between each cycle vertex and a corresponding pistil. Then,
after removing the cycle edges, and contracting the cycle vertices to pistils edges, we obtain a
planar embedding for f , where some pistils strictly inside η(t) are covered by the copies in Cf .

Figure 3 The information stored in a signature of the partial solution inside the orange noose:
(grey) copies used in these faces are stored in Sin, (blue) noose vertices, for which missing neighbors
(outgoing edges outside the noose) are stored in Nη, (red) an example of a nesting graph for a face
traversed by the noose, with four (dotted) edges connecting to the cycle, (green) ps and pe pointers.
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pe
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f
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Figure 4 (a) A face f and the copies inside the orange noose. (b) The corresponding nesting
graph Cf with its ps and pe vertices in orange. The two light blue vertices represent different copies
of the same removed vertex.

Traversing the Sphere-Cut Decomposition Tree. To find a solution we perform bottom-
up dynamic programming on T . For each node t ∈ V (T ) we compute a table of all signatures
with a corresponding partial solution. For a leaf t ∈ V (T ), graph Gt is an edge (u1, u2), and
we can go over all possible signatures and check whether we can cover all neighbors of u1 and
u2 not in Nη = {Xu1 , Xu2}, using for each incident face f the subgraph of Cf ∈ Cout that
lies between ps, pe. For internal nodes we merge some pairs of child signatures corresponding
to two nooses η(t1) and η(t2). We merge when (1) faces not shared between the nooses do
not have copies in common, (2) shared faces use identical nesting graphs and (3) use disjoint
subgraphs of those nesting graphs to cover pistils, and (4) noose vertices in mid(t1) and
mid(t2) do not have remaining missing neighbors. Thus we can find valid signatures for all
nodes of T and notably for its root. If we find a valid signature for the root, we also have a
partial solution. In Γ′ all pistils are covered and it is planar, as the nesting graphs are planar
and they represent a combinatorial embedding that allowed to cover pistils. We verify that
the remaining pistils in Sf \ S′

f form a planar graph which allows us to embed them in a
face of Γ′ to obtain a solution Γ?.
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Abstract
Recently geometric hypergraphs that can be defined by intersections of pseudohalfplanes with a
finite point set were defined in a purely combinatorial way. This led to extensions of earlier results
about points and halfplanes to pseudohalfplanes, including polychromatic colorings and discrete
Helly-type theorems about pseudohalfplanes.

Here we continue this line of research and introduce the notion of convex sets of such pseudohalf-
plane hypergraphs. In this context we prove several results corresponding to classical results about
convexity, namely Helly Theorem, Carathéodory’s Theorem, Kirchberger’s Theorem, Separation
Theorem, Radon’s Theorem and the Cup-Cap Theorem. These results imply the respective results
about pseudoconvex sets in the plane defined using pseudohalfplanes.

It turns out that most of our results can be also proved using oriented matroids and topological
affine planes (TAPs) but our approach is different from both of them. Compared to oriented matroids,
our theory is based on a linear ordering of the vertex set which makes our definitions and proofs
quite different and perhaps more elementary. Compared to TAPs, which are continuous objects, our
proofs are purely combinatorial and again quite different in flavor. Altogether, we believe that our
new approach can further our understanding of these fundamental convexity results.

Related Version arXiv:2202.07697

1 Introduction

Given a (finite) point set P and a family of regions R (e.g., the family of all halfplanes) in
the plane (or in higher dimensions), let H be the hypergraph with vertex set P and for each
region of R having a hyperedge containing exactly the same points of P as this region. There
are many interesting problems that can be phrased as a problem about hypergraphs defined
this way, which are usually referred to as geometric hypergraphs. This topic has a wide
literature, researchers considered problems where R is a family of halfplanes, axis-parallel
rectangles, translates or homothets of disks, squares, convex polygons, pseudo-disks and so
on. There are many results and open problems about the maximum number of hyperedges
of such a hypergraph, coloring questions and other properties. For a survey of some of the
most resent results see the introduction of [2] and of [4], for an up-to-date database of such
results with references see the webpage [1].1

One of the most basic families is the family of halfplanes, about which already many
problems are non-trivial. Among others one such problem was considered in [9] where they

∗ Research supported by the Lendület program of the Hungarian Academy of Sciences (MTA), under the
grant LP2017-19/2017, by the János Bolyai Research Scholarship of the Hungarian Academy of Sciences,
by the National Research, Development and Innovation Office – NKFIH under the grant K 132696 and
FK 132060 and by the ÚNKP-20-5 New National Excellence Program of the Ministry for Innovation
and Technology from the source of the National Research, Development and Innovation Fund.

1 As this paper is in many ways a continuation of [6] by the same author, the first three paragraphs of
the introduction rely heavily on its introduction.
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prove that the vertices of every hypergraph defined by halfplanes on a set of points can be
k-colored such that every hyperedge of size at least 2k + 1 contains all colors. In [7] they
considered generalizing this result by replacing halfplanes with the family of translates of
an unbounded convex region (e.g., an upwards parabola). It turned out that this is true
even when halfplanes are replaced by pseudohalfplanes. The main tool of proving this was
an equivalent combinatorial definition of so-called pseudohalfplane hypergraphs that can be
defined on points with pseudohalfplanes.2 This formulation had the promise that many other
statements about halfplane hypergraphs can be generalized to pseudohalfplane hypergraphs
in the future. While this combinatorial formulation has the disadvantage of being less visual
and thus somehow less intuitive than the geometric setting, it has many advantages, among
others covering a much wider range of hypergraphs, also, being purely combinatorial, it might
have algorithmic applications as well. One recent application is a similar polychromatic
coloring result about disks all containing the origin [4] where after observing that in every
quadrant of the plane the disks form a family of pseudohalfplanes they can apply the results
from [7].

In [7] the equivalent of the convex hull vertices in the plane (more precisely, the points
on the boundary of the convex hull) was defined for pseudohalfplane hypergraphs and called
unskippable vertices and this made it possible to generalize the proof idea of [9] from halfplanes
to pseudohalfplane hypergraphs. To make it more intuitive, we call unskippable vertices as
extremal vertices from here on. Exact definitions of these notions are postponed to Section
1.1.

We define convex sets of a pseudohalfplane hypergraph H as sets that are intersections
of some hyperedges of H and we refer to these sets as pseudoconvex sets. Notice that this
is again in parallel with the geometric definition of convex sets (or more precisely, of the
subsets of a base point set P that we get by intersecting P with convex sets). We have seen
that already with halfplanes one can phrase many interesting problems, but using the notion
of convex sets we can finally phrase many of the formative problems of discrete geometry,
like the classical Helly Theorem, Carathéodory’s Theorem, Radon’s Theorem, Erdős-Szekeres
problem and the list goes on. While all of these problems are about discrete point sets, there
are two essentially different types among them, in one type the whole statement is about
some fixed point set P while in the other type there is a point outside of P that plays a
role. E.g., in Carathéodory’s theorem the whole statement is about a fix point set, while
the classical Helly theorem guarantees the existence of a new point in the plane with some
property. The first type of these problems translates immediately to a statement about
pseudoconvex sets and it is interesting to see if it remains true in this more general setting.
For the second type we can also pose a corresponding problem about pseudoconvex sets,
where we want to extend the vertex set of the hypergraph H with one or more vertices
(we can extend the original hyperedges on the new vertices as we like) so that it remains a
pseudohalfplane hypergraph and has the required property. Observe that for the first type a
result about pseudoconvex sets implies the corresponding geometric result but for the second
type such an implication does not immediately follow, although it still implies with a bit of
additional work, as we will see later.

Following this approach, we prove results about pseudoconvex sets that correspond to
the planar case of some of the most important results of discrete geometry, namely Helly

2 The definition of pseudohalfplanes can be found in the full version of the paper [8]. The definition of
pseudohalfplane hypergraphs can be found in Section 1.1 and its connection to the geometric setting is
detailed in the full version [8].
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Theorem, Carathéodory Theorem, Radon’s Theorem and the Cup-Cap Theorem.
Finally, we discuss the relation of our definitions and results to previous similar results.

A careful analysis reveals that we have mostly rediscovered things that were known for a long
time about oriented matroids (in particular about rank 3 acyclic oriented matroids) or not
so long about topological affine planes (TAPs, in short). As said in [3], in the past several
people rediscovered what amounts to an axiom system for oriented matroids (or some special
case thereof), without realizing that their work overlapped with already published papers.
Our contribution can be regarded as an extension of this sequence of axiom systems by a
new and interesting axiomatization of acyclic oriented matroids of rank 3. However, we think
that our methods are interesting on their own as they give a completely different approach
based on hypergraphs on vertices that have a linear ordering on them. Also, while at the
end our particular results are not stronger, formally our approach handles a bigger family of
hypergraphs compared to what comes from oriented rank 3 matroids. Overall, the following
sentence quoted from I.M. Gel’fand in [3] in relation to rediscoveries of the above mentioned
axiom systems certainly applies to our case as well: "If you are not too ambitious, it can
be a pleasure to realize that you have rediscovered something previously known, because at
least then you know that you were on the right track."

Due to space constraints we state only our Helly theorem result about pseudoconvex
sets. The generalizations of Carathéodory’s Theorem, Kirchberger’s Theorem, Separation
Theorem, Radon’s Theorem and the Cup-Cap Theorem are stated in the full version [8],
along with all the proofs and the connection to geometry and to other abstract notions of
convexity.

1.1 Basic definitions
▶ Definition 1.1. Given a hypergraph H on vertex set S and a subset S′ of S, the sub-
hypergraph of H induced by S′ is the hypergraph on vertex set S′ with hyperedge set
{H ∩ S′ : H ∈ H} and it is denoted by H[S′].

We recall the definition of an ABA-free hypergraph and its unskippable vertices from [7].

▶ Definition 1.2. A hypergraph H on an ordered vertex set is called ABA-free if H does
not contain two hyperedges A and B for which there are three vertices x < y < z such that
x, z ∈ A \ B and y ∈ B \ A.3

▶ Definition 1.3. In a hypergraph F on an ordered vertex set, a vertex a is skippable if
there exists an A ∈ F such that min(A) < a < max(A) and a /∈ A. In this case we say that
A skips a. A vertex a is unskippable if there is no such A.

▶ Lemma 1.4. [7] If F is ABA-free, then every A ∈ F contains an unskippable vertex.

Now we recall the definition of pseudohalfplane hypergraphs from [7].

▶ Definition 1.5. A hypergraph H on an ordered vertex set is a pseudohalfplane hypergraph
if there exists an ABA-free F on the same ordered vertex set4 such that H ⊆ F ∪ F̄ .
Call T = H ∩ F the topsets and B = H ∩ F̄ the bottomsets, observe that both T and

3 We imagine the vertices on a horizontal line, and thus if x < y then we may say that x is to the left
from y and so on.

4 Let F̄ denote the family of the complements of the hyperedges of F . It is easy to see and was shown in
[7] that if F is ABA-free then F̄ is also ABA-free.

EuroCG’22



15:4 A new discrete theory of pseudoconvexity

B are ABA-free. The unskippable vertices of F (resp. F̄) are called topvertices (resp.
bottomvertices).5

Now we can proceed by defining the extremal vertices of a pseudohalfplane hypergraph:

▶ Definition 1.6. Given a pseudohalfplane hypergraph H, the union of the topvertices and
bottomvertices is called the extremal vertices of H and is denoted by E(H) (or simply E

when the underlying hypergraph is clear from the context).

In light of the geometric setting the following is a natural way to define convex sets which
turns out to be also very fruitful:

▶ Definition 1.7. Given a hypergraph H on an ordered set S of vertices, the family of those
subsets which are intersections of hyperedges of H are called the convex sets of H. The convex
hull of a subset S′ ⊆ S of the vertices is the convex set Conv(S′) = ∩{H : H ∈ H, S′ ⊆ H}
(where we define ∩∅ := S).

Clearly, given a point set P in the plane, the subsets of P which are defined by (geometric)
convex sets are convex sets of the respective (pseudo)halfplane hypergraph.

To state many of our results, we need the slightly technical definition of an extension of a
pseudohalfplane hypergraph by new hyperedges or vertices, the definition can be found in
the full version [8].

1.2 Helly theorems for pseudohalfplanes
In [7] already some discrete Helly-type theorems were proved about pseudohalfplane hyper-
graphs:

▶ Lemma 1.8 (Primal Discrete Helly theorem for pseudohalfplanes, 3 → +1). [7] Given a
pseudohalfplane hypergraph H such that every triple of hyperedges has a common vertex, then
we can extend H to a pseudohalfplane hypergraph by a vertex contained in every hyperedge of
the extension.

Considering if Lemma 1.8 has a dual, dual Helly theorems are meaninglessly true for
pseudohalfplane hypergraphs as we can always add a new hyperedge containing all vertices
and the hypergraph remains to be a pseudohalfplane hypergraph.

Recently Jensen, Joshi, Ray [5] proved discrete Helly-type theorems which can be for-
mulated in terms of halfplane hypergraphs, their results were extended by the author to
pseudohalfplane hypergraphs [6]. In these results while we cannot hit all hyperedges with
one vertex, on the other hand we can choose the vertex from the original vertex set.6 Instead
of listing all these results, we mention just one which is closest to Lemma 1.8:

▶ Theorem 1.9 (Primal Strong Discrete Helly theorem for pseudohalfplanes, 3 → 2). [6] Given
a pseudohalfplane hypergraph H such that every triple of hyperedges has a common vertex,
there exists a set of at most 2 vertices that hits every hyperedge of H.

5 Notice that the top- and bottomvertices depend only on F and not on H itself. For a given H = T ∪ B
multiple F ’s can witness that it is a pseudohalfplane hypergraph which can lead to different set of top
and bottomvertices. The smallest valid family is T ∪ B̄, which in particular gives the largest set of top
and bottomvertices. For these reasons, when given a pseudohalfplane hypergraph H, even when not
said explicitly, there is an ABA-free F corresponding to it.

6 To distinguish from the rest of the discrete Helly theorems, we will use the word strong to refer to
the fact that the vertex found is in the original vertex set. This is somewhat similar to the difference
between (strong) ϵ-nets and weak ϵ-nets
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We are able to generalize Helly Theorem for pseudoconvex sets:

▶ Theorem 1.10 (Discrete Helly theorem for pseudoconvex sets, 3 → +1). Given a pseudo-
halfplane hypergraph H and a C subfamily of its convex sets such that every triple of convex
sets from C has a common vertex, then we can extend H to a pseudohalfplane hypergraph by
a vertex contained in every convex set which is an extension of a set from C.

This generalizes Lemma 1.8 from [7] in two ways. As a first step, instead of H we can
consider a subfamily of H (similar to Theorem ??, where we considered a subset S′ of S

instead of the whole S). As a second step, this family is actually not required to be a
subfamily of H, instead it has to be only a subfamily C of the convex sets of H.

2 Discussion

We have presented a method to generalize statements about discrete point sets, halfplanes
and convex sets to statements on discrete points sets, pseudohalfplanes and pseudoconvex
sets. Our setting is purely combinatorial and built using elementary parts, starting with
the notion of a hypergraph being ABA-free everything else is built up step-by-step. This
offers a very simple axiomatization of planar (pseudo)convexity. We managed to generalize
this way many classical results about planar convexity. This discrete relaxation of planar
geometry is significantly more general than the planar setting yet still allows us to prove
statements that are exactly like their geometric counterparts. Also, many natural families
of regions are pseudohalfplane families, thus our generalizations have immediate geometric
consequences (e.g., about translates of an unbounded convex region). We compared our
results to other similar results about TAPs, oriented matroids and p-convex hulls, pinpointing
the connections and differences between them.

There are many further important results about convex sets, yet it falls beyond the scope
of this paper to consider all of them for pseudoconvex sets. We list a few of these possibilities:
colorful Carathéodory’s Theorem, colorful Helly Theorem, Tverberg’s Theorem, colorful
Tverberg’s Theorem, fractional versions, results about the existence of empty k-holes; are
these true for pseudoconvex sets? Further, it is interesting to see if problems open about
convex sets can be improved in the context of pseudoconvex sets, in particular finding a
maximal subset of points in a convex position, bounding the size of weak epsilon-nets for
convex sets or the number of k-sets.

Finally, it would be interesting to develop a similar framework of higher dimensional
discrete pseudoconvexity.
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Abstract
A geometric t-spanner for a set S of n point sites in R2 is an edge-weighted graph for which the
(weighted) distance between any two sites p, q ∈ S is at most t times the original distance between p
and q. We introduce a novel spanner property for spanners with non-constant complexity edges:
the spanner complexity, i.e. the total complexity of all edges in the spanner. Let S be a set of
n point sites in a simple polygon P with m vertices. We provide a general construction, for any
constant ε > 0 and fixed integer k ≥ 1, of a (2k+ ε)-spanner with complexity O((mn1/k + n) log2 n).
Additionally, for any constant ε > 0 and integer constant t ≥ 2, we show a lower bound for the
complexity of any (t− ε)-spanner of Ω(mn1/(t−1) + n).

1 Introduction

In the design of networks on a set of nodes, we often consider two criteria: few connections
between the nodes, and small distances. Spanners are geometric networks on point sites
that replace the small distance criterion by a small detour criterion. Formally, a geometric
t-spanner for a set S of n point sites in R2 is an edge-weighted graph G = (S,E) for which the
(weighted) distance dG(p, q) between any two sites p, q ∈ S is at most t · d(p, q), where d(p, q)
denotes the distance between p and q in the distance metric we consider. The smallest t for
which a graph G is a t-spanner is called the spanning ratio of G. The number of edges in the
spanner is called the size of the spanner.

For the Euclidean distance, for any fixed ε > 0, there is a (1+ε)-spanner of O(n) edges [8].
For the more general case, namely metric spaces of bounded doubling dimension, we can
also construct a (1 + ε)-spanner of size O(n) for any fixed ε > 0 [7, 5, 6]. This is no longer
the case when the sites lie in a simple polygon P and we measure the distance between two
points p, q by their geodesic distance: the length of the shortest path between p and q fully
contained within P . Abam et al. [1] show there is a set of n sites in a simple polygon P for
which any geodesic (2− ε)-spanner has Ω(n2) edges. Recently, Abam et al. [2] showed that
a geodesic (2 + ε)-spanner with O(n logn) edges exists for points on a polyhedral terrain,
thereby almost closing the gap between the upper and lower bound.

The spanning ratio and size of spanners are not the only properties of spanners that
can be optimized. Many different properties have been studied, such as total weight (or
lightness), maximum degree, (hop) diameter, and fault-tolerance [8, 4].

When we consider distance metrics for which the edges in the spanner—which are shortest
paths—no longer have constant complexity, another interesting property of spanners arises:
the spanner complexity, i.e. the total complexity of all edges in the spanner. In this paper,
we study this novel property in a setting where our sites lie in a simple polygon P with m
vertices, and we measure the distance between two sites by their geodesic distance. In this
setting, a single shortest path may have complexity Θ(m). We show that any (3− ε)-spanner
may have complexity Ω(nm), thus implying that the (2 + ε)-spanner of Abam et al. [2] may
also have complexity Ω(nm), despite having O(n logn) edges.
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Figure 1 Construction of the 1-dimensional additively weighted spanner.

To improve this complexity, we first introduce a simple 2-spanner with O(n logn) edges
for an additively weighted point set in a 1-dimensional Euclidean space; see Section 2. In
Section 3, we use this result to obtain a geodesic 2

√
2-spanner with O(n log2 n) edges for a

point set in a simple polygon. In Section 4, we focus on the complexity of geodesic spanners.
We provide a general construction, for any constant ε > 0 and fixed integer k ≥ 1, of a
(2k+ ε)-spanner with complexity O((mn1/k +n) log2 n). Additionally, for any constant ε > 0
and integer constant t ≥ 2, we show a lower bound for the complexity of any (t− ε)-spanner
of Ω(mn1/(t−1) + n). Some proofs are omitted due to the space constraints and will be
included in a future full version.

2 A 1-dimensional additively weighted 2-spanner

We consider an additively weighted spanner G in 1-dimensional Euclidean space, where each
site p ∈ S has a non-negative weight w(p). The distance dw(p, q) between two sites p, q ∈ S
is given by dw(p, q) = w(p) + |pq|+w(q), where |pq| denotes the Euclidean distance. Without
loss of generality, we can map R1 to the x-axis, and the weights to the y-axis, see Figure 1.
This allows us to speak of the sites left (or right) of some site p.

To construct our spanner G, we first partition the points into two sets S` and Sr of
roughly equal size by a point O with w(O) = 0. S` contains all points left of O, and Sr all
points right of O. When one or more points lie on the vertical line through O, we simply
assign them to Sr or S` arbitrarily in such a way that the resulting sets are of roughly equal
size. We then find a point c ∈ S for which dw(c,O) is minimal. For all p ∈ S, p 6= c, we add
the edge (p, c) to G. Finally, we handle the sets S` and Sr, excluding the site c, recursively.

I Lemma 1. The graph G is a 2-spanner of size O(n logn).

Proof. As we add O(n) edges in each level of the recursion, the total number of edges in G
is O(n logn). Consider two sites p, q ∈ S. Let c be the chosen center point at the level of the
recursion where p and q are assigned to different subsets S` and Sr. Assume w.l.o.g. that p ∈
S` and q ∈ Sr. Note that, because p ∈ S` and q ∈ Sr we have dw(p, q) = dw(p,O) + dw(q,O).
Furthermore, dw(c,O) ≤ dw(p,O) and dw(c,O) ≤ dw(q,O), by the choice of c. Because both
edges (p, c) and (q, c) are in G, we get for dG(p, q):

dG(p, q) ≤ dw(p,O) + 2dw(c,O) + dw(q,O) ≤ 2dw(p,O) + 2dw(q,O) = 2dw(p, q). J

3 A simple geodesic spanner

Just like Abam et al. [2], we use our 1-dimensional spanner to construct a geodesic spanner.
We are more interested in the simplicity of the spanner than its spanning ratio, as we base our



S. de Berg, M. van Kreveld, F. Staals 16:3

p

q

z

qλ

pλ

z′

r

λ

Figure 2 The shortest path π(p, q) crosses λ at r. The difference in length between the direct
path from z to r and the path through pλ can be bounded by considering the triangle T = (z, z′, r).

low complexity spanners, discussed in Section 4, on this simple geodesic spanner. We denote
by d(p, q) the geodesic distance between p, q ∈ P , and by π(p, q) the shortest (geodesic)
path from p to q. We analyze the simple construction with respect to any 1-dimensional
additively weighted t-spanner of size O(n logn). We show that restricting the domain to a
simple polygon improves the achieved spanning ratio from 3t to

√
2t. The construction can

be refined to achieve a spanning ratio of t+ ε [2].
As in [2] and [1], we first partition P into two subpolygons P` and Pr by a line segment

λ, such that each subpolygon contains at most two thirds of the sites in S [3]. We denote by
S` and Sr the sites in P` and Pr, respectively. For each site p ∈ S, we then find the point pλ
on λ geodesically closest to p. As λ is a line segment, the set Sλ, containing all projected
points, gives rise to a weighted 1-dimensional Euclidean space, where w(pλ) := d(p, pλ). We
compute a t-spanner Gλ = (Sλ, Eλ) of size O(n logn) for this set. For each pair (pλ, qλ) ∈ Eλ,
we add the edge (p, q) to our spanner G. Finally, we recursively compute spanners for S` and
Sr, and add their edges to G as well.

I Lemma 2. Given an algorithm to construct a 1-dimensional additively weighted t-spanner
Gλ of size O(n logn), the graph G is a geodesic t

√
2-spanner of size O(n log2 n).

Proof. As Gλ has O(n logn) edges, and these directly correspond to edges in G, we have
O(n log2 n) edges in total. Let p, q be two sites in S. If both are in S` (or Sr), then there is a
path of length t

√
2d(p, q) by induction. So, we assume w.l.o.g. that p ∈ S` and q ∈ Sr. Let r

be the intersection point of π(p, q) and λ. Observe that pλ and qλ must be on opposite sides
of r, otherwise r cannot be on the shortest path. We assume w.l.o.g. that λ is a vertical
line segment (and S` is left of λ), and that pλ is above r and qλ below r. Because Gλ is a
t-spanner, we know that there is a weighted path from pλ to qλ of length at most tdw(pλ, qλ).
As w(pλ) = d(p, pλ), this directly corresponds to a path in the polygon. So,

dG(p, q) ≤ dGλ
(pλ, qλ) ≤ tdw(pλ, qλ) = t(d(p, pλ) + |pλr|+ |rqλ|+ d(qλ, q)). (1)

Let z be the point where the shortest paths from p to pλ and r separate. See Figure 2
for an illustration. The shortest paths π(z, pλ) and π(z, r) form a funnel F(z, pλ, r) to the
line segment pλr. Consider the right triangle T = (z, z′, r), where z′ is the intersection point
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of the line perpendicular to λ through z and the line containing λ. Note that z′ does not
necessarily lie within P . For this triangle we have that

|zr| ≥
√

2
2 (|zz′|+ |z′r|). (2)

Next, we show that the path π(z, pλ) from z to pλ is a y-monotone convex polygonal
chain ending at or below z′. The path π(z, pλ) is bounded from below by π(z, r). These
paths do not overlap by definition of z, thus the path π(z, pλ) can never bend upwards. If
z sees z′, then pλ = z′, otherwise the chain must bend at one or more vertices of the part
of the polygon above π(z, pλ), and thus lie below z′. It follows that π(z, pλ) is a convex
y-monotone chain contained within T . Similarly, we conclude that π(z, r) is contained within
T . Additionally, this gives us that d(z, pλ) ≤ |zz′|+ |z′pλ|, and d(z, r) ≥ |zr|. Together with
Equation 2 this yields d(z, pλ) + |pλr| ≤ |zz′|+ |z′r| ≤

√
2|zr| ≤

√
2d(z, r). And thus

d(p, pλ) + |pλr| = d(p, z) + d(z, pλ) + |pλr| ≤ d(p, z) +
√

2d(z, r) ≤
√

2d(p, r).

Symmetrically, we find for q that d(q, qλ) + |qλr| ≤
√

2d(q, r). From this, together with
Equation 1, we conclude that dG(p, q) ≤ t

(√
2d(p, r) +

√
2d(r, q)

)
= t
√

2d(p, q). J

Applying Lemma 2 to the spanner of Section 2 yields a 2
√

2-spanner of size O(n log2 n).

4 Complexity of geodesic spanners

In general, a geodesic spanner G = (S,E) in a simple polygon P with m vertices may have
complexity O(m|E|). It is easy to see that the 2

√
2-spanner of Section 2 and 3 can have

complexity Ω(nm), just like the spanners in [2]. As one of the sites, c, is connected to all other
sites, the polygon in Figure 3 provides this lower bound. The construction in Figure 3 even
shows that the same lower bound holds for the worst-case complexity of any (3− ε)-spanner.
Additionally, the following theorem implies a trade-off between the spanning ratio and the
spanner complexity.

I Theorem 3. For any constant ε > 0 and integer constant t ≥ 2, there exists a set of n
points in a simple polygon P with m = Ω(n) vertices for which any geodesic (t− ε)-spanner
has complexity Ω(mn1/(t−1)).

The proofs of these lower bounds are omitted here. Next, we present a spanner that
almost matches this bound. We first present a 4

√
2-spanner of bounded complexity, and then

generalize the approach to obtain a (2k + ε)-spanner of complexity O((mn1/k + n) log2 n).

4.1 A 4
√

2-spanner of complexity O((m
√

n + n) log2 n)
To improve the complexity of the geodesic spanner, we adapt our construction for the
additively weighted spanner Gλ as follows. After finding the site c ∈ S for which dw(c,O) is
minimal, we do not add all edges (p, c), p ∈ S, to Gλ. Instead, we form groups of sites whose
original points (before projection to λ) are ‘close’ to each other in the polygon. For each
group Si, we add all edges (p, ci), p ∈ Si, to Gλ, where ci is the site in Si for which dw(ci, O)
is minimal. Finally, we add all edges (ci, c) to Gλ.

To make sure the complexity of our geodesic spanner does not become too large, we must
choose the groups in such a way that the edges (pλ, qλ) we add to the spanner Gλ—these are
included in G as shortest paths π(p, q)—do not cross ‘bad’ parts of the polygon too often.
To achieve this, we consider the shortest path tree SPT c of c: the union of all shortest paths
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Figure 3 Any (3− ε)-spanner in a simple polygon with m vertices may have complexity Ω(nm).

c
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ppλ

p

Figure 4 The shortest path tree of c. Each group Si has an associated polygonal region Ri in P .

from c to the vertices of P . Note that here we associate each site pλ in the 1-dimensional
space with its original site p in the polygon, while constructing the 1-dimensional spanner.
We include each site p ∈ S \ {c} as a leaf in SPT c as the child of the last vertex on π(c, p).
This gives rise to an ordering of the sites, based on the in-order traversal of the tree. We
assign the first d√ne sites to S1, the second d√ne to S2, etc. See Figure 4.

We will prove the complexity of the edges in one level of the 1-dimensional spanner is
O(m

√
n+ n). This implies that the complexity of G is O((m

√
n+ n) log2 n).

Two types of edges are added to the spanner: 1) edges from some ci to c, and 2) edges
from some p ∈ Si to ci. There are O(

√
n) type 1 edges, that each have a complexity of O(m).

Thus the total complexity of these edges is O(m
√
n). Analyzing the complexity of the type 2

edges, the edges within each group, is more involved. For each group Si, consider the minimal
subtree Ti of SPT c containing all p ∈ Si. Ti defines a polygonal region Ri in P as follows.
Let vi be the root of Ti. Consider the shortest path π(vi, p`), where p` is the leftmost site of
Si in Ti by the ordering used before. Let π` be the path obtained from π(vi, p`) by extending
the last segment of π(vi, p`) to the boundary of P . Similarly, let πr be such a path for the
rightmost site of Si in Ti. We take Ri to be the region in P rooted at vi and bounded by π`,
πr, and some part of the boundary of P . In case vi is c, we split Ri into two regions Rj and
Rk, such that the angle of each of these regions at c is at most π. The set Si is then also
split into two sets Sj and Sk accordingly. See Figure 4. Note that only vertices of P that are
in Ti can occur in Ri. All shortest paths between sites in Si are contained within Ri. The
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following lemma bounds the number of Ti’s a vertex of P can occur in.

I Lemma 4. Any vertex v ∈ SPT c occurs in at most two trees Ti and Tj as a non-root node.

Note that the root r of Ti is never used in a shortest path between sites in Si, because r
cannot be a reflex vertex of Ri. Let mi be the number of non-root nodes in Ti. Lemma 4
implies that

∑
imi = O(m). The complexity of all type 2 edges is thus O(n)+

∑
imiO(

√
n) =

O(m
√
n+ n).

I Lemma 5. The graph G is a geodesic 4
√

2-spanner of size O(n log2 n).

Proof. We prove the 1-dimensional spanner Gλ is a 4-spanner with O(n logn) edges. Together
with Lemma 2, this directly implies G is a 4

√
2-spanner with O(n log2 n) edges.

In each level of the recursion, we still add only a single edge for each site. Thus, the total
number of edges is O(n logn). Again, consider two sites p, q ∈ S, and let c be the chosen
center point at the level where p and q are separated by O. Let Si be the group of p and Sj
the group of q. Both the edges (p, ci) and (ci, c) are in Gλ, similarly for q. We thus have a
path p → ci → c → cj → q in Gλ. Using that dw(p, ci) ≤ dw(p,O) + dw(ci, O), because of
the triangle inequality, and dw(ci, O) ≤ d(p,O), we find:

dGλ
(p, q) = dw(p, ci) + dw(ci, c) + dw(c, cj) + dw(cj , q)

≤ dw(p,O) + 2dw(ci, O) + 2dw(c,O) + 2dw(cj , O) + dw(q,O)
≤ 3dw(p,O) + 2dw(c,O) + 3dw(q,O)
≤ 4dw(p,O) + 4dw(q,O))
= 4dw(p, q) J

4.2 A (2k + ε)-spanner of complexity O((mn1/k + n) log2 n)
In this section we sketch how to generalize the approach of Section 4.1 to obtain a spanner
with a trade-off between the (constant) spanning ratio and complexity. Instead of O(

√
n)

groups, we create O(n1/k) groups, for some integer constant k ≥ 1. For each of these groups
we select a center and then again partition it into O(n1/k) groups, and so on. By connecting
each center to its parent center, we obtain a tree of height k. This results in a spanning ratio
of k2

√
2. Using the refinement mentioned in Section 3, we even obtain a (2k + ε)-spanner.

I Theorem 6. Let S be a set of n point sites in a simple polygon P with m vertices, and let
k ≥ 1 be any integer constant. Then there exists a geodesic (2k+ε)-spanner of size O(n log2 n)
and complexity O((cε,kmn1/k + n) log2 n), where cε,k is a constant depending on ε and k.
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Abstract
In 1926, Levi showed that, for any pseudoline arrangement A and two points in the plane, A
can be extended by a pseudoline which contains the two prescribed points. Later extendability
was studied for arrangements of pseudohyperplanes in higher dimensions. While the extendability
with d prescribed points in an arrangement of proper hyperplanes in Rd is trivial, Richter-Gebert
(1993) found an arrangement of pseudoplanes in R3 which cannot be extended with two particular
prescribed points.

In this article, we investigate the extendability of signotopes, which are a rich subclass of oriented
matroids. Our main result is that signotopes of odd rank are extendable with two prescribed crossing
points. Moreover, we conjecture that for all even ranks r ≥ 4 there exist signotopes which are not
extendable for two prescribed points. Our conjecture is supported by examples for rank 4, 6, and 8.

1 Introduction

Given a family of hyperplanes H in Rd, any d points in Rd, not all on a common hyperplane
of H, define a hyperplane which is distinct from the hyperplanes in H. For dimension d = 2,
Levi [10] proved in his pioneering article on pseudoline arrangements that the fundamental
extendability of line arrangements also applies to the more general setting of pseudoline
arrangements. A pseudoline is a Jordan curve in the Euclidean plane such that its removal
from the plane results in two unbounded components, and a pseudoline arrangement is a
family of pseudolines such that each pair of pseudolines intersects in exactly one point, where
the two curves cross.

▶ Theorem 1.1 (Levi’s extension lemma for pseudoline arrangements [10]). Given an arrange-
ment A of pseudolines and two points in R2, not lying on a common pseudoline of A. Then A
can be extended by an additional pseudoline which passes through the two prescribed points.

Several proofs for Levi’s extension lemma are known today (besides [10], see also [1, 6, 14])
and generalizations to higher dimensions have been studied in the context of oriented
matroids, which are by the representation theorem of Folkman and Lawrence [7] projective
pseudohyperplane arrangements. For more about oriented matroids, see [5].

Goodman and Pollack [9] showed that there is an arrangement of 8 pseudoplanes in R3 such
that three particular prescribed points do not determine a pseudoplane which is compatible
with the arrangement. Richter-Gebert [13] then investigated a weaker version with only
two prescribed points such that the extending pseudohyperplane contains these two points.
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This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.



17:2 Extendability of higher dimensional signotopes

More specifically, he gave an example of a rank 4 oriented matroid on 8 elements such that
even the weaker version does not hold. However, the existence of an extension lemma or
counterexamples remains open in higher dimensions/ranks.

In this article, we present a proof of Levi’s extension lemma in a purely combinatorial
setting which generalizes to higher dimensions. Our proof uses the notion of r-signotopes
and applies to even dimensions d, that is, when the rank r = d + 1 is odd; see Theorem 1.2.
However, there are non-extendable examples for the ranks 4, 6, and 8, and we conjecture
that there is no extension lemma for any even rank r ≥ 4; see Conjecture 1.3.

Before we can formulate our extension lemma for r-signotopes, we have to introduce
some notation, discuss the relation between pseudoline arrangements and signotopes (in
Section 1.1), and find an appropriate reformulation of Levi’s extension lemma which can be
investigated in the context of signotopes (in Section 1.2).

1.1 Signotopes

Signotopes are a combinatorial structure generalizing permutations and simple pseudoline
arrangements (i.e., no three pseudolines cross in a common point). An r-signotope (r ≥ 1)
on n elements is a mapping σ from r-element subsets (r-subsets) of [n] to + or −, i.e.,
σ :

([n]
r

)
→ {+, −} such that for every (r + 1)-subset X = {x1, . . . , xr+1} of [n] with

x1 < x2 < . . . < xr+1 there is at most one sign change in the sequence

σ(X\{x1}), σ(X\{x2}), . . . , σ(X\{xr+1}).

Note that this sequence lists the signs of all induced r-subsets of X in reverse lexicographic
order. For 3-signotopes, the following 8 sign patterns on 4-subsets are allowed:

+ + ++, + + +−, + + −−, + − −−, − − −−, − − −+, − − ++, − + + + .

It is well-known that every arrangement of pseudolines is isomorphic to an arrangement
of x-monotone pseudolines [8]. If we label the pseudolines from top to bottom on the left
by 1, . . . , n, we can read its corresponding 3-signotope σ. The sign of σ(a, b, c) for a < b < c

indicates the orientation of the triangle formed by the pseudolines a, b, c (see Figure 1). If
σ(a, b, c) = + the crossing of a and c is below b and if σ(a, b, c) = − the crossing of a and c

is above b. Furthermore, σ gives information about the ordering of the crossings from left to
right along each pseudoline. If σ(a, b, c) = + it holds bc ≻ ac ≻ ab and if σ(a, b, c) = − it is
bc ≺ ac ≺ ab.

a

b

c

+
a

b

c
−

Figure 1 Connection between pseudoline arrangements and 3-signotopes.

Felsner and Weil [6] showed that rank 3 signotopes are in correspondence with simple
pseudoline arrangements in R2 with a special top cell related to the cyclic arrangement. For
r ≥ 4, r-signotopes correspond to special pseudohyperplane arrangements in Rr−1, i.e., they
are a subclass of oriented matroids of rank r. A geometric representation of r-signotopes in
the plane is presented in [11] (see also [3] for the rank 3 case).



H. Bergold, S. Felsner, and M. Scheucher 17:3

1.2 An extension lemma for signotopes
In Levi’s extension lemma for pseudoline arrangements, each of the two prescribed points
can either lie in a cell of the arrangement, on a pseudoline, or be the crossing point of
two pseudolines. To formulate an extension lemma in terms of 3-signotopes, which only
captures the combinatorics of an arrangement, we restrict ourselves to simple pseudoline
arrangements and to prescribed points, which are crossing points. Crossing points in a
pseudoline arrangement are subsets of cardinality 2 given by the two crossed elements. Since
the extending pseudoline passes through the two prescribed crossing points, the extension
yields a non-simple arrangement. However, by perturbing the extending pseudoline at the
non-simple crossing points, we end up with a simple arrangement, see Figure 2.

1

2

3

4

5

1

2

3

4

5

Figure 2 Perturbing an extending pseudoline at the two non-simple crossing points.

A perturbation at a prescribed crossing yields a triangular cell incident to the crossing.
This cell is bounded by the two pseudolines defining the crossing and the extending pseudoline.
Triangular cells play an important role in the study of pseudoline arrangements, since it is
possible to change the orientation of a triangle by moving one of its bounding pseudolines
over the crossing of the two others. Such a local perturbation is called triangle flip and
does not change the orientation of any other triangle in the arrangement. For 3-signotopes
triangular cells correspond to a 3-subset for which we can exchange the corresponding sign
and it remains a signotope. We call such a 3-subset a fliple. The notion of fliples generalizes
to higher ranks. In an r-signotope σ on [n], an r-subset X ⊆ [n] is a fliple if both assignments
+ and − to σ(X) result in a signotope.

When we apply Levi’s extension lemma to extend an arrangement of pseudolines, which
are ordered from top to bottom on the left, we do not know at which place of the order the
new pseudoline will be inserted. In particular, the label of all pseudolines which start below
the new one increases by one. To cope with this relabeling-issue in terms of signotopes, we
introduce the following notion. For k ∈ [n] and a subset X of [n], we define

X↓k = {x | x ∈ X, x < k} ∪ {x − 1 | x ∈ X, x > k}.

For an r-signotope σ on the elements [n], we define the k deletion σ↓k on [n − 1] by
σ↓k(X↓k) = σ(X) for all r-sets X ⊆ [n] with k /∈ X. This is an r-signotope on [n − 1].

An r-signotope σ on n elements is 2-extendable if for each pair of disjoint (r − 1)-subsets
I, J , there is an r-signotope σ∗ on [n + 1] with fliples I∗, J∗ and an extending element
k ∈ [n + 1] such that σ∗↓k = σ, I∗↓k = I, and J∗↓k = J .

Using this notion we are now ready to formulate an extension lemma for r-signotopes.

▶ Theorem 1.2 (Extension lemma for signotopes of odd rank). For every odd rank r ≥ 3,
every r-signotope is 2-extendable.
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The statement of Theorem 1.2 only applies to signotopes of odd rank. In fact, for ranks
4, 6, and 8, we found signotopes on 8, 12, and 16 elements, respectively, which are not
2-extendable1. Based on these examples, we dare the following conjecture:

▶ Conjecture 1.3. For every even r ≥ 4, there are r-signotopes which are not 2-extendable.

Despite the restrictions to simple arrangements and crossing points as prescribed points,
Theorem 1.2 implies Levi’s extension lemma (Theorem 1.1). Details are deferred to the full
version; see [4] for a preliminary version.

1.3 Signotopes as a rich subclass of oriented matroids
It is well known that the number of oriented matroids on n elements of rank r is 2Θ(nr−1) [5,
Corollary 7.4.3]. As shown by Balko [2], r-signotopes are a rich subclass of oriented matroids
of rank r.

▶ Proposition 1.4. For r ≥ 3, the number of r-signotopes on n elements is 2Θ(nr−1).

In ranks 1 and 2 there are 2n and n! signotopes on [n], respectively. For rank r ≥ 3, the
precise number of r-signotopes on [n] has been computed for small values of r and n; see
A6245 (rank 3) and A60595 to A60601 (rank 4 to rank 10) on the OEIS [12].

2 Preliminaries

We now prepare for the proof of Theorem 1.2. In rank 3 the left to right order on each
pseudoline yields a partial order of the crossing points of the arrangement. We now define
the corresponding partial order on the (r − 1)-subsets associated with a r-signotope σ. For
every r-subset X = {x1, . . . , xr} define:

X\{x1} ≻ X\{x2} ≻ · · · ≻ X\{xr} if σ(x1, . . . , xr) = +, and
X\{x1} ≺ X\{x2} ≺ · · · ≺ X\{xr} if σ(x1, . . . , xr) = −.

By taking the transitive closure of all relations obtained from r-subsets, we obtain a partial
order on the (r − 1)-subsets corresponding to σ [6, Lemma 10].

If we rotate an arrangement of pseudolines, i.e., we choose another unbounded cell as
the top cell, we get an pseudoline arrangement with the same cell structure. If we only
rotate a single pseudoline, then the orientation of the triangle spanned by 3 pseudolines stays
the same if and only if the rotated pseudoline is not involved (see for example the triangle
spanned by 2,3,4 in the left, resp. 1,2,3 in the right arrangement in Figure 3). In terms of the
3-signotope σ the signs of the rotated signotope σrot are: σrot(a, b, c) = σ(a + 1, b + 1, c + 1)
if c ̸= n and σrot(a, b, n) = −σ(1, a + 1, b + 1).

In general, we define the clockwise rotated signotope σrot of a given r-signotope σ as:

σrot(x1, . . . , xr) =
{

−σ(1, x1 + 1, . . . , xr−1 + 1) if x1 < x2 < · · · < xr = n,

σ(x1 + 1, . . . , xr + 1) if x1 < x2 < · · · < xr < n.

Indeed, σrot is an r-signotope on n elements (see [4] for more details). To keep track of the
index shift caused by a clockwise rotation, we define

Xrot =
{

{x1 − 1, x2 − 1, . . . , xk − 1} if x1 ̸= 1;
{x2 − 1, . . . , xk − 1, n} if x1 = 1

1 The examples and the source code to verify their correctness are available on demand.
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Figure 3 An illustration of a clockwise rotation. The rotated pseudoline is highlighted red.

for any subset X = {x1, . . . , xk} of [n] with x1 < . . . < xk.

3 Proof of Theorem 1.2

Using these properties we can give a proof for Levi’s extension lemma using only the notation
of signotopes and the corresponding partial order as introduced in Section 2.

If incomparable elements in the corresponding order are chosen as prescribed points, an
arrangement is extendable by an element which we put in the last position, i.e., the (n + 1)st
element, see Figure 2. More abstractly we can extend the arrangement when the prescribed
points are maximal elements of a down-set of the partial order. A down-set of a partial order
(P, ≺) is a subset D ⊂ P such that for all p ∈ P and d ∈ D with p ⪯ d it holds p ∈ D.

▶ Proposition 3.1. Let (P, ≺) be the partial order on (r − 1)-sets corresponding to an
r-signotope σ on [n]. For every down-set D ⊆ P there is a signotope σ∗ on [n + 1] such that
all r-subsets of the form m ∪ {n + 1} for a maximal element m of D are fliples.

Proof. Define the extended r-signotope σ∗ on [n + 1] as follows:

σ∗(x1 . . . , xr) =





σ(x1, . . . , xr) if x1, . . . , xr ∈ [n];
+ if xr = n + 1 and {x1, . . . , xr−1} ∈ D;
− if xr = n + 1 and {x1, . . . , xr−1} ̸∈ D.

This is indeed an r-signotope and fulfills the conditions mentioned in the statement. Details
are deferred to the full version; see [4] for a preliminary version. ◀

Note that Proposition 3.1 holds for general rank. For odd rank we can always find a
rotation of the corresponding signotope such that the two prescribed (r − 1)-subsets are
incomparable and we can use Proposition 3.1 to define an extension.

▶ Lemma 3.2. Let r be an odd integer, let σ be an r-signotope on [n] and let X, Y be two
disjoint (r − 1)-subsets. After at most n clockwise rotations, σ, X, and Y are transformed
into σ′, X ′, and Y ′, resp., such that X ′ and Y ′ are incomparable in the partial order ≺′

corresponding to σ′.

Proof. Assume X and Y are comparable in the partial order ≺ corresponding to the r-
signotope σ with X ≺ Y . We show that after n clockwise rotations, all signs of σ are reversed.
Hence the partial order ≺rot is the reversed relation to ≺.

The sign of an r-subset {z1, . . . , zr} changes from + to − or vice versa if and only if the
rotated element is contained in {z1, . . . , zr}, i.e., if we rotate z1. Hence after rotating n times
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in general every zi was rotated and thus the sign of an r-subset changes exactly r times.
Since r is odd, the sign after rotating n times is opposite. The obtained signotope is the
reverse of the original signotope σ and the corresponding partial order is also reversed.

Since we cannot reverse the order of two disjoint (r − 1)-sets in one rotation (details
are deferred to the full version [4]), there will be a moment where the two disjoint sets are
incomparable. ◀

Proposition 3.1 and Lemma 3.2 together imply Theorem 1.2, which completes the proof.
The outline is as follows. Using Lemma 3.2, we rotate until the required disjoint (r−1)-subsets
are incomparable. To extend the signotope we then use the down-set, which consists of all
elements smaller than one of the two incomparable (r − 1)-subsets. In this down-set the two
prescribed (r − 1)-subsets are the maximal elements. Hence we can apply Proposition 3.1
in order to add a new elements as required. Finally, we rotate back so that the original
signotope is contained in the new extended signotope. Details are deferred to the full version.

4 Conclusion

Using complete enumeration of small signotopes and a SAT based test of extendability, we
found a 4-signotope on 8 elements which is not 2-extendable. Since the number of signotopes
explodes as the ranks increases, the complete enumeration was impossible in higher ranks.
To still cope with higher ranks, we instead used a SAT based search for signotopes which
share structural properties with the rank 4 example. This allowed us to find the examples in
rank 6 and 8 which are not 2-extendable.
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Abstract
Given a polyline on n vertices, the polyline simplification problem asks for a minimum size subsequence
of these vertices defining a new polyline whose distance to the original polyline is at most a given
threshold under some distance measure. We improve the running time bound for the simplification
of polylines under the local Fréchet distance. The best algorithm known so far in the literature
is using the local Fréchet distance within the Imai-Iri algorithm, which has a cubic running time.
We extend the algorithm of Melkman and O’Rourke [Comp. Morph. ’88], who consider polyline
simplification under the local Hausdorff distance, to be applicable to the local Fréchet distance. The
runtime of the algorithm is O(n2 log n) in the Euclidean norm. Moreover, we transfer this principle
to other Lp norms. In particular, we can improve the runtime to O(n2) in the L1 and L∞ norm.

Related Version arXiv:2201.01344

1 Introduction

Polyline simplification is an extensively studied topic due to its relevance to a variety of
applications, such as trajectory and shape analysis, data compression or map visualization.
The goal of polyline simplification is to replace a given polyline with n vertices with a simpler
one while ensuring that the input and the output polyline are sufficiently similar.

The similarity is governed by a given distance threshold ε. We consider only polyline
simplifications where the output polyline has to consist of a subsequence of the input polyline
vertices. Line segments between these vertices are then called shortcuts. The distance
measure is applied locally, i.e., the distance between each shortcut and the part of the input
polyline it bridges must not exceed ε. To determine the similarity of the input and output
polyline, the Hausdorff and the Fréchet distance are the most commonly used measures.

For the problem of polyline simplification under the local Hausdorff distance, the Imai-Iri
algorithm [6] from 1988 guarantees a running time of O(n3) by reducing the simplification
problem to a graph problem. Melkman and O’Rourke [7] showed in 1988 that the running
time of the Imai-Iri algorithm can be improved to O(n2 log n) by accelerating the graph
construction phase. They exploit the geometric properties using cone-shaped wedges and a
wave front, which they call frontier. We use both concepts and apply them also to the local
Fréchet distance. In 1996, Chan and Chin [3] improved the running once more to O(n2) by
getting rid of the frontier and, consequently, a log-factor. They only use the cone-shaped
wedges – but now in two directions because otherwise they would find false-positive shortcuts.

For the local Fréchet distance, Godau [4] showed in 1991 how to simplify a polyline inO(n3)
by a straight-forward adjustment of the Imai-Iri algorithm. Since then, no improvements
were made; see the article by van Kreveld, Löffler and Wiratma [9] for a recent overview.
But the Fréchet distance is often considered the superior distance measure as it takes the
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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order of the vertices along the polyline into account, while the Hausdorff distance ignores
this aspect. This, however, makes the computation of the Fréchet distance more intricate.

We show that nevertheless near-quadratic running time bounds can be achieved by
adjusting and combining known techniques. Most notably, the concept of a wave front data
structure, which encodes, for a polyline vertex, the region in which the vertices that are
endpoints of shortcuts must lie. This answers an open question by Agarwal, Har-Peled,
Mustafa, and Wang [1] whether it is possible to compute an optimal simplification under
the local Fréchet distance in subcubic time. Moreover, we investigate the problem not only
in the (Euclidean) L2 norm, but in all Lp (p ∈ [1,∞]) norms. All of our results refer to the
two-dimensional problem, i.e., polyline simplification in the plane.

2 Preliminaries

Our algorithm heavily builds upon the Imai-Iri and the Melkman-O’Rourke algorithm, which
are briefly recapped below. In this description we also define our notation before we sketch
the main differences to our novel approach.

2.1 Imai-Iri Algorithm for the Local Hausdorff and Fréchet Distance
Given a polyline L with n vertices p1, . . . , pn ∈ R2, the polyline simplification algorithm by
Imai and Iri [6] proceeds in two phases. In the first phase, the shortcut graph is constructed.
This graph has a node for each vertex of L and it has an edge between two nodes if and only
if there is a valid shortcut between the corresponding two vertices of L. For the Hausdorff
and the Fréchet distance it can be checked in O(n) time [2] whether the distance between a
line segment and a polyline having O(n) vertices exceeds ε. Hence, the total running time of
the first phase amounts to O(n3). In the second phase, a shortest path from the first node p1
to the last node pn is computed in the shortcut graph, which can be accomplished in O(n2).

2.2 Melkman-O’Rourke Algorithm for the Local Hausdorff Distance
Since in the Imai-Iri algorithm the construction of the shortcut graph dominates the runtime,
accelerating this first phase also leads to an overall improvement. Melkman and O’Rourke [7]
introduced a faster technique to compute the shortcut graph for the local Hausdorff distance.
Starting once at each vertex pi for i ∈ {1, . . . , n}, they traverse the rest of the polyline vertex
by vertex in O(n log n) time to determine all valid shortcuts originating at pi.

To this end, they maintain a cone-shaped region called wedge in which all valid shortcuts
are required to lie. The wedge is an angular region having its origin at pi and being the
intersection of all angular regions (which we call local wedges) that define the areas where
valid shortcuts may lie for each intermediate vertex1. When traversing the polyline, the wedge
iteratively becomes narrower. Moreover, they maintain a wave front which is a sequence of
circular arcs coming from circles of radius ε, from now on called unit circles. The wave front
subdivides the wedge into two regions – all valid shortcuts starting at pi need to have the
other end point in the other region not containing pi. We call this region valid region2. The

1 W.l.o.g., we assume hereunder that pi+1 has distance at least ε to pi because otherwise, we could ignore
all vertices following pi and having distance ≤ ε to pi since they are in ε-distance to any shortcut (pi, pj).
Moreover, we assume w.l.o.g. that pi is below pi+1 and therefore at the bottom of a wedge.

2 Note that our notation follows Chan and Chin [3] – like them we call the whole cone-shaped region
wedge. Melkman and O’Rourke [7] only call the valid region wedge and they call the wave front frontier.
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wave front has size in O(n) and is stored in a balanced search tree such that querying and
updating operations can be made in O(log n) time.

When starting at pi and encountering pj during the traversal, we denote by Dij the local
wedge of pi and pj , which is the area between the two tangential rays of the unit circle around
pj emanating at pi. We denote by Wij the (global) wedge where Wij :=

⋂
k∈{i+1,i+2,...,j}Dik.

For pipj to be a valid shortcut, pj needs to lie within the valid region, i.e., pj lies within
Wi(j−1) and above the wave front. We can check containment in Wi(j−1) in constant time
and determine the position relative to the wave front in O(log n) time. As one can update
the wedge from Wi(j−1) to Wij in constant time and its wave front in O(log n) time, the
running time of this phase is O(n log n) per starting vertex pi and O(n2 log n) in total.

3 Novel Approach for the Local Fréchet Distance

In this section, we describe how to obtain an algorithm for polyline simplification running in
near-quadratic time by means of the wave front similar to Melkman and O’Rourke [7] and
within the framework of Imai and Iri [6]. We first consider the L2 norm and describe our
differences to Melkman and O’Rourke, and then generalize this approach to arbitrary Lp

norms (p ∈ [1,∞]) and exploit special properties of L1 and L∞ to obtain better runtimes.

3.1 Outline
Based on Imai and Iri, we build the shortcut graph by traversing the given polyline n times –
starting once from each vertex pi and determining all shortcuts starting at pi. For each pi,
we construct a wedge with a wave front. The shape of the wave front depends on the shape
of the unit circle in the Lp norm. Fig. 1 illustrates the wave front in the L1, L2, and L∞
norm. The properties of the wave front will be discussed in more detail later.

Let us describe the procedure how to determine, for each vertex pi of the polyline, the
set of subsequent vertices to which pi has a valid shortcut. We traverse the polyline in order
pi+1, pi+2, . . . , pn. During this traversal, we maintain the wedge in which all valid shortcuts
need to lie. This would, as in the algorithm by Chan and Chin [3] suffice to assures that the
Hausdorff distance threshold is not violated which is a lower bound for the Fréchet distance.
To also not exceed the Fréchet distance threshold, we use the wave front. As in the algorithm
by Melkman and O’Rourke, the invariant maintained is that for a valid shortcut from pi to
pj>i, the point pj has to be within the valid region of the wedge Wi(j−1). Hence, whenever a
point pj lies in the current valid region of pi, we add the edge (pi, pj) to the shortcut graph.

Then, regardless of whether (pi, pj) is a valid shortcut or not, we first update the
wedge Wi(j−1) to an intermediate wedge W ′

ij by computing the intersection between Wi(j−1)
and the local wedge Dij . Afterwards, we update the intermediate wedge W ′

ij and the wave
front by the following operations. This update process is illustrated for the L2 norm in Fig. 2
and for multiple steps and multiple norms in Fig. 1.

A valid shortcut (pipk>j) in the Fréchet distance needs to go through the intersection
region I between the current valid region (i.e., the wedge behind the wave front) and the
unit circle cj around pj . Otherwise, the vertices of the subpolyline from pi to pk would be
encountered in the wrong order contradicting the definition of the Fréchet distance. Hence,
we narrow the wedge a second time such that the rays Rl and Rr emanating at pi and
enclosing I constitute the wedge Wij ; see Fig 2a. Note that this latter step is different to
what Melkman and O’Rourke do because for the Hausdorff distance, it is irrelevant in which
order the intermediate points skipped by a shortcut are encountered by the shortcut segment.
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(a) In the L1 norm, the unit circles are squares of side length
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(b) In the L2 norm, the unit circles are circles of radius ε. The wave front consists of O(n) circular arcs.
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(c) In the L∞ norm, the unit circles are squares of side length 2ε whose boundary is parallel to the
coordinate axes. The wave front consists of one or two line segments.

Figure 1 Iterative construction of the wedge in the L1, L2 and L∞ norm: From left to right,
the local wedges D12, D13, and D14 are visualized in pink. Here, the intersection of local wedges
defines the wedges W12, W13, and W14, respectively. Additionally, we use the wave front, which is a
sequence of unit circle arcs – here depicted in blue. Within the wedge and above the wave front,
there is the valid region (depicted in green). This is the area, where a subsequent vertex pj needs
to lie if there is a valid shortcut (p1, pj). For example, (p1, p5) is a valid shortcut in the L∞ norm,
whereas in the L1 and L2 norm it is not.



S. Storandt and J. Zink 18:5

pi

pj

I

Wij

Wi(j−1)

W ′ij

Rl
Rr

cj

(a) When encountering pj , we update the wedge
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(b) Vertex pj contributes an arc to the new wave
front. Here, (pi, pj) is also a valid shortcut.

Figure 2 Updating the wedge and its wave front in the L2 norm.

Guibas et al. [5] also apply this extra narrowing step, but in a different polyline simplification
setting than ours.

Then, we update the wave front as Melkman and O’Rourke do. The parts of the bottom
arc of the unit circle cj around pj within the local wedge Dij that are above the current wave
front are included to the new wave front. For an example see Fig 2b. There, we compute the
intersection point s between cj and the wave front and replace the arcs w′t and w′t+1 of the
wave front by the arcs wt (which is a part of w′t) and wt+1 (which is a part of cj). There can
be up to two intersection points between cj and the wave front. If the valid region becomes
empty by one of these update operations, we abort the search for further shortcuts from pi.

3.2 Correctness
To show correctness, we need to argue that any shortcut (pi, pj) found by our algorithm is
valid and that all valid shortcuts are identified.

For the former, we argue that we can always find an ordered mapping of the vertices
pi, pi+1, . . . , pj onto points on pipj that are also part of the wave front and hence at most at
distance ε by definition. These points are the intersection points of pipj with all wave fronts
of the previous steps, i.e., the wave fronts of the wedges Wi(i+1), Wi(i+2), . . . , Wi(j−1).

For the latter, we show that for each point pj not in the valid region of Wi(j−1), the
Fréchet distance of pipj to the subpolyline pi, pi+1, . . . , pj exceeds ε. If pj lies outside the
wedge Wi(j−1), then pipj does not intersect a unit circle of some vertex pk∈{i+1,...,j−1} or
encounters the vertices pi+1, . . . , pj−1 in the wrong order. If pj lies inside the wedge Wi(j−1)
but below the wave front, then there is some arc on the wave front that belongs to a unit
circle of some vertex pk that has distance greater than ε to all points of the line segment pipj .

3.3 L2 and Lp∈(1,∞) Norm
In L2, there are at most O(n) arcs on the wave front [7]. However, this means we cannot
iterate over all arcs in each step since this would again require cubic time in total. Similar to
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Melkman and O’Rourke, we use a balanced binary search tree to locate a point pj relative
to the wave front and to update the wave front. Note that we have an additional update
operation where we determine the intersection region I and potentially make the wedge
narrower. To this end, we need to determine whether there is two, one or zero intersection
points between the wave front and a unit circle and where they lie in logarithmic time. We
describe how to achieve this in our arXiv version [8]3 and we conclude the following theorem.

I Theorem 3.1. An n-vertex polyline can be simplified optimally under the local Fréchet
distance in the L2 norm in O(n2 log n) time.

We can generalize this approach to Lp∈(1,∞) under the assumption that we can find the
intersection between a line and a unit circle and between two unit circles in constant time.

3.4 L1 and L∞ Norm

In the L1 and the L∞ norm, the unit circles are squares. Thus, the wave front consists of a
sequence of orthogonal line segments. Here, we assume that all line segments are horizontal
and vertical as in the L∞ norm. In the L1 norm it is the same but rotated by 45 degrees.

We inductively show that the wave front consists of at most two line segments – a
horizontal and a vertical line segment. When we consider pi+1, the wave front is first
constructed as the bottom arc of the unit circle around pi+1 within the local wedge Di(i+1).
This is just one or two horizontal or vertical line segments. Now assume that the wave front
of Wi(j−1) is given and we now consider pj . To construct the wave front of Wij , we need to
compute the intersection between the wave front of Wi(j−1) and the bottom arc of the unit
circle around pj . Both is just one or two horizontal or vertical line segments and the valid
region of Wij is above both vertical and to the same side of both horizontal line segments.
Hence, the new wave front is determined by one of the horizontal and one of the vertical line
segments – again at most two line segments.

Since the wave front has size ≤ 2, we can check containment in the valid region in constant
time and we can update the wave front in constant time. This yields the following theorem.

I Theorem 3.2. An n-vertex polyline can be simplified optimally under the local Fréchet
distance in the L1 and L∞ norm in O(n2) time.

4 Conclusions and Future Work

We proposed a method how to simplify polylines under the local Fréchet distance optimally
based on the concept of wave fronts that matches the running time bounds under the
(conceptually simpler) local Hausdorff distance up to logarithmic factors. It would be
interesting to implement our algorithm and to evaluate its running time in practice. In the
L2 norm, the theoretical analysis implies that the wave front might have linear complexity.
However, for a large wave front to arise, the polyline vertices need to form a specific pattern.
Since it is unlikely that such patterns occur naturally, we actually expect the wave front to
have constant size in practice, resulting in O(n2) time also for L2.

3 Guibas et al. [5] also do this operation, but they do not specify how to accomplish a runtime of O(log n).
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Abstract
Edge-connected configurations of square modules, which can reconfigure through so-called sliding
moves, are a well-established theoretical model for modular robots in two dimensions. Dumitrescu
and Pach [Graphs and Combinatorics, 2006] proved that it is always possible to reconfigure one such
configuration of n squares into any other using O(n2) sliding moves, while maintaining connectivity.

For certain pairs of configurations, reconfiguration may require Ω(n2) sliding moves. However,
significantly fewer moves may be sufficient. We present Gather&Compact, an input-sensitive in-place
algorithm that requires only O(P̄ n) sliding moves to transform one configuration into the other,
where P̄ is the maximum perimeter of the two bounding boxes. Our algorithm is built on the basic
principle that well-connected components of modular robots can be transformed efficiently. Hence
we iteratively increase the connectivity within a configuration, to finally make it xy-monotone.

We implemented Gather&Compact and compared it experimentally to the in-place modification
by Moreno and Sacristán [EuroCG 2020] of the Dumitrescu and Pach algorithm (MSDP). Our
experiments show that Gather&Compact consistently outperforms MSDP by a significant margin.

1 Introduction

Self-reconfigurable modular robots [13] promise adaptive, robust, scalable, and cheap solutions
in a wide range of technological areas, from aerospace engineering to medicine. Modular
robots are envisioned to consist of identical building blocks arranged in a lattice and are
intended to be highly versatile, due to their ability to reconfigure into arbitrary forms. An
actual realization of this vision depends on fast and reliable reconfiguration algorithms, which
hence have become an area of growing interest.

∗ JW was partially supported by the Austrian Science Fund (FWF) under grant P31119 and by the Vienna
Science and Technology Fund (WWTF) under grant ICT19-035. IP was supported by Independent
Research Fund Denmark grant 2020-2023 (9131-00044B) “Dynamic Network Analysis”.
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This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
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One of the best-studied paradigms of modular robots is the sliding cube model [6]. In
this model, a robot configuration is a face-connected set of cubic modules on the cubic grid.
The cubes can perform two types of moves, illustrated in two dimensions in Figure 1.

(a) (b)

Figure 1 Moves admitted by the sliding cube model: (a) slide, (b) convex transition.

First, a module can slide along two face-adjacent cubes to reach a face-adjacent empty grid
cell. Second, a module m can make a convex transition around a module m′ to end in
a vertex-adjacent empty grid cell. For this second move to be feasible, also the grid cell
(not occupied by m′) face-adjacent to both the starting and the ending positions must be
empty. There are several prototypes of modular robots that realize the sliding cube model
in 2D [3, 4, 7]. Units of multiple other prototypes, including expandable and contractible
units [11, 12] as well as large classes of modular robots [2, 10], can be arranged into cubic
meta-modules consisting of several units such that the meta-module can perform slide and
convex transition moves. Thus, algorithmic solutions in the sliding cube model can be applied
to modular robot systems realizing other models.

We study the reconfiguration problem for the 2D sliding cube model (the sliding square
model): given two configurations of n unlabeled squares (each describing the relative positions
of squares), compute a short sequence of moves that transforms one configuration into the
other, while preserving edge-connectivity at all times. In Section 3, we present an algorithm
for this problem, based on the “compact-and-deploy” approach. Using the basic principle that
well-connected components of modular robots can be transformed efficiently, our algorithm
iteratively increases the connectivity within a configuration, to arrive at a single solid xy-
monotone component, before deploying it into the target configuration. Hence, our algorithm
builds the target configuration in such a way that the lower left corner of the bounding
boxes of both configurations are aligned. Our algorithm is input-sensitive: it requires only
O(P̄ n) sliding moves to transform one configuration into the other, where P̄ is the maximum
perimeter of the two bounding boxes. Our algorithm is also in-place: only one square at a
time is allowed to move through cells edge-adjacent to the respective bounding box.

Comparison with existing algorithms. Dumitrescu and Pach [5] described an algorithm
which transforms any two configurations of n squares into each other using O(n2) moves.
This bound is worst-case optimal: there are pairs of configurations (a horizontal and a
vertical line) which require Ω(n2) moves for any transformation. The algorithm constructs a
canonical shape from both input configurations. In the original paper this canonical shape is
a strip that grows to the right of a right-most square and hence, necessarily, their algorithm
always requires Θ(n2) moves. Moreno and Sacristán [8, 9] modify Dumitrescu and Pach to
be in-place; their canonical shape is a rectangle within the bounding box of the input. The
in-place modification by Moreno and Sacristán of Dumitrescu and Pach (henceforth MSDP)
has the potential to use fewer than Θ(n2) moves in practice. Though, if configurations are
tree-like (such as the spiral illustrated in Figure 2 left), then each square moves along all
remaining squares, for a total of Ω(n2) moves (see Figure 2 bottom row). However, the width
and the height of this spiral configuration is O(

√
n). Our algorithm gathers Θ(

√
n) squares

from the end of the spiral and then compacts in a total of O(n
√

n) moves. In Section 4
we compare our Gather&Compact to MSDP experimentally; Gather&Compact consistently
outperforms MSDP by a significant margin, on all types of square configurations.
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Figure 2 Spiral configuration in 40 × 40 bounding box. (a) Gather&Compact: gathering 5.642
moves; total 15.441 moves. (b) MSDP: 92.074 moves. Video: https://tinyurl.com/algaspiral

2 Preliminaries

To describe our reconfiguration algorithm, we first need to introduce the following definitions
and notations. Let C be an edge-adjacent configuration of squares on the square grid and let
G be the edge-adjacency graph of C. In G each node represents a square and two nodes are
connected by an edge, if the corresponding squares are edge-adjacent. With slight abuse of
notation we identify the squares and the nodes in the graph. A square s ∈ C is called a cut
square if C \ {s} is disconnected. Otherwise, s is called a stable square (see Figure 3a).

A chunk is any inclusion-maximal set of squares in C bounded by (and including) a simple
cycle in G (boundary cycle), including edge-adjacent squares of degree-1 in G (loose squares).

A link is a connected component of squares which are not in any chunk. A connector
is a chunk square edge-adjacent to a square in a link or in another chunk. By definition a
connector is a cut square. The size of a chunk C is the number of squares contained in C.

The component tree T of C has a vertex for each chunk or link and an edge (u, v) iff the
chunks / links represented by u and v have edge-adjacent squares or share a square. The
component tree is rooted at the component that contains the leftmost square in the bottom
row, the root square, of C. If a chunk is a leaf of T , we call it a leaf chunk (see Figure 3b).

A hole in C is a finite maximal vertex-connected set of empty grid cells. The infinite
vertex-connected set of empty grid cells is the outside. If a chunk C encloses a hole in C, we
say that C is fragile, otherwise C is solid. The boundary of a hole H is the set of squares
vertex-connected to any grid cell in H. The boundary of C is equal to the boundary of the
outside. Note that the boundary of a hole is edge-connected.

w

nw n

ssw se

e

ne

y

x

Consider now the bounding box B of C on the square grid. We
refer to the bottom-most left-most grid cell inside B as the origin. We
say that P is the perimeter of B, and hence any square in C can be
connected to the origin by an xy-monotone path of at most P/2 squares.

Let c = (x, y) be a grid cell. We use compass directions (n, ne, e,
etc.) to indicate neighbors of c. When we use grid coordinates, we
assume the usual directions (the x-axis increases towards e and the
y-axis increases towards n, so the n-neighbor of c is (x, y + 1)). Similarly, we indicate slide
moves using compass directions (‘a w-move’) and convex transitions using a sequence of two
compass directions (‘a ws-move’: a movement towards w followed by movement towards s).

EuroCG’22
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Figure 3 (a) A configuration C. (b) The component tree T .

3 Input-sensitive in-place algorithm

In the first phase of our algorithm we ensure that the leaves of the component tree T are
sufficiently large and well-connected. Specifically, we gather squares from the leaves of T

until each leaf is a chunk of size at least P . To grow chunks, we use at most O(P ) moves for
each square that was moved. During this process, the final position of each square is chosen
inside bounding box B, but squares can move through the layer of grid cells adjacent to B.

After gathering, all leaves are heavy chunks of size at least P . Our goal is now to make
each leaf chunk contain the origin, while ensuring that all squares remain part of their chunk
(and thus never decreasing connectivity). A heavy chunk C contains a sufficient number of
squares to be transformed into a chunk containing both the connector of C and the origin: we
can connect the connector with the origin by an xy-monotone path of at most P/2 squares;
two such paths, which are disjoint, form a new boundary cycle for C. We do not explicitly
construct these two paths, but instead we compact the configuration by filling holes and
using lexicographically monotone movement towards the origin for squares in heavy leaf
chunks. Moves in this phase are valid, if they ensure that squares do not leave a chunk, and
squares stay inside bounding box B (unless they are explicitly allowed to leave B).

During compacting each square in a leaf chunk makes primarily lexicographic monotone
(LM-)moves towards the origin while staying inside B: s- and w-moves (slides), as well as
sw-, ws-, nw-, and wn-moves (convex transitions). Figure 4 gives an overview of the types
of compacting moves. In some cases, a square in the leftmost column or bottom row can exit
B, and move along the bounding box to enter the same column/row closer to the origin. This
is the only time a non-lexicographic monotone move is used, and every square can perform it
at most O(P ) times. Hence the total number of moves during compacting is O(Pn).

When compacting, every (heavy) leaf chunk will eventually contain a square at the
origin. This means that the whole configuration becomes a single chunk, as all leaves of the
component tree have merged into a single component. Therefore, once no valid moves can be
applied anymore, we arrive at an xy-monotone configuration that fits inside B. If at any

(a) (b) (c)

Figure 4 (a) An invalid default LM-move: this move splits a chunk. (b) A corner move: two
slides extending a concave corner diagonally, performed as one atomic unit. (c) A chain move:
sliding along the bounding box, possibly preceded by moving a single loose square.
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(a) (b) (c)

Figure 5 Example input instances on a 10 × 10 grid: density (a) 50 %; (b) 70 %; (c) 85 %.

point during this process the configuration becomes xy-monotone, then we simply stop. In
particular, if the configuration is xy-monotone at the start, for example squares in only a
single row or column, then we do not have to gather or compact, even though there are no
heavy chunks. See the top row of Figure 2 for a visual impression of our algorithm.

In the special case that the input configuration C contains less than P squares, we first
ensure that C contains the origin and then execute the gathering and compaction steps as
before. The number of moves is trivially bounded by O(Pn) = O(P 2).

Finally, we can convert any xy-monotone configuration into a different xy-monotone
configuration with at most O(P̄ n) moves, where P̄ is the maximum perimeter of the bounding
boxes of source and target configurations. Thus, since all moves are reversible, we can
transform the source into the target configuration via this transformation.

▶ Theorem 3.1. Let C and C′ be two configurations of n squares each, let P and P ′ denote
the perimeters of their respective bounding boxes, and let P̄ = max{P, P ′}. We can transform
C into C′ using at most O(P̄ n) sliding moves while maintaining edge-connectivity at all times.

Due to space constraints, all omitted proofs and details can be found in [1], along with an
asymptotically tight lower bound and NP-completeness for minimizing the number of moves.

4 Experiments

We use square grids of sizes 10 × 10, 32 × 32, 55 × 55, 80 × 80, 100 × 100 for our experiments.
The data sets for MSDP were created by hand and are not available.1 We attempted to
create meaningful data sets of the same nature by starting with a fully filled square grid and
then removing varying percentages of squares while keeping the configuration connected. We
arrived at three densities, namely (50 %, 70 %, 85 %), which arguably capture the different
types of inputs for MSDP well [8, 9] (see Figure 5). For both algorithms we count moves

1 V. Sacristán, personal communication, April 2021.

Gather&Compact MSDP
D 50% 70% 85% 50% 70% 85%

10 237 31% 156 16% 95 8% 502 19% 427 21% 233 35%
32 5.395 4% 4.188 5% 2.529 8% 28.759 12% 18.447 13% 10.027 8%
55 25.916 2% 20.024 3% 12.124 4% 193.390 8% 116.431 12% 61.617 8%
80 77.745 2% 60.516 2% 36.395 3% 638.847 12% 344.529 9% 235.413 5%

100 150.666 1% 118.232 2% 69.488 3% 1.318.232 11% 743.133 17% 513.113 7%

Table 1 The number of moves for Gather&Compact and MSDP on various grid sizes (D × D,
such that P = 4D) and densities (in % of D × D). Averages and standard deviations (in % of
average) over 10 randomly generated instances are shown.
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Figure 6 Execution of the two algorithms on one of the input instances for grid size 10 × 10,
density 50 %. (a) Gather&Compact; (b) MSDP. Video: https://tinyurl.com/alga10x10

until they reach their respective canonical configurations. Our online material2 contains our
code for Gather&Compact, the input instances, and the adapted version of MSDP.

Table 1 summarizes our results and Figure 6 shows snapshots for both algorithms on a
particular instance. We observe that Gather&Compact always uses significantly fewer moves
than MSDP, even on high density instances where most squares are already in place. This
is likely due to the fact that MSDP walks squares along the boundary of the configuration,
while Gather&Compact shifts squares locally into better position. Figure 6b shows this
behavior at move 600 where one can observe a square on its way along the bottom boundary.
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Abstract
The Fréchet distance is a popular metric for curves; however, its bottleneck character is a disadvantage
in many applications. Here we introduce two variants of the Fréchet distance to cope with this
problem and expand the work on shortcut Fréchet distances. We present an efficient algorithm for
computing the new distance measure.

1 Introduction

The analysis of curves is a growing field of study in computational geometry. The Fréchet
distance is a popular metric between two curves. However, working with real-life data brings
errors in measurement with it; and the Fréchet distance is quite sensitive to such outliers
as it is defined as the largest distance in a minimal correspondence between the two curves.
Hence outliers in the data may determine the Fréchet distance for the entire curves.

There are three different approaches to handle such error: the partially measured [5],
the averaged [6, 12] and the shortcut Fréchet distance [10]. In this paper, we want to focus
on the last one. Driemel and Har-Peled introduced the shortcut Fréchet distance. It allows
replacing parts of one curve through straight line segments, called shortcuts. Deciding the
shortcut Frechet distance between two curves was shown NP-hard by Buchin, Driemel and
Speckmann in [7]. In the vertex restricted case, these line segments must start and end at
vertexes. For this case Driemel and Har-Peled showed that the vertex restricted directed
k-shortcut Fréchet distance, k counting the number of shortcuts, can be approximated in
near-linear time. Buchin, Driemel and Speckmann gave an algorithm to decide the vertex
restricted shortcut distance exactly in O(n3 log n) time. An open problem is to extend the
shortcut distance to allow shortcuts on both curves without completely short-cutting both
curves. Avraham et al. considered the discrete problem [3] and faced the same problem for
the two-sided case. To resolve it, they forbid simultaneous movement on the curves. In [1]
Alt et al. discuss first how to define and compute the Fréchet distance between a curve and
a graph, and then between two graphs. It introduces a free space surface for these, which is
similar in spirit to the outlier free space we define here.

Some results on curve simplification are special cases of our problem in the sense that
the directed outlier distance of a curve to itself is considered here. In [11] Imai and Iri for
simplifying a curve introduce an associated graph to the curve. This is also called the shortcut
graph of a curve, which we will later use in our algorithm. Bringmann and Chaudhury
[4] considered curve simplification with vertex restricted shortcuts. They showed that this
simplification needs O(n3) time. They also showed that for Lp with p ̸= 2, ∞ this cannot
be done in O(n3−ε) for all ε > 0 unless the ∀∀∃−OV hypothesis fails. Kerkhof, Kostitsyna,
Löffler, Mirzanezhad and Wenk [13] achieved the same runtime for their simplification
algorithm.

∗ The work was supported by the PhD School "SecHuman - Security for Humans in Cyberspace" by the
federal state of NRW.
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one-sided shortcut k-outlier
discrete O((n + m)6/5+ϵ) [3] naive O(nmk log n) [8]

continuous NP-Hard [7] | vertex restricted O(n5 log n) [9] naive O((n2mk + nmk2) log n) [8]
two-sided shortcut k-outlier
discrete O((m2/3n2/3 + m + n) log3(m + n)) [3] naive O(nmk2 log n) [8]

continuous – O((n2mk + nmk3) log n) [Thm. 2.7]
Table 1 Computational complexity of the shortcut and outlier computation problem

We will address the two open problems of allowing shortcuts on both curves and taking
into account the length of the shortcuts. For this, we present the k-outlier distances. These
distances allow ignoring k outliers on one or both curves and computing the optimal Fréchet
distance given the number of vertices to leave out. Switching from counting shortcuts to
counting vertices makes it possible to compute a symmetrical shortcut distance. Further we
allow other starting and ending points, hence it can also be seen as a partial Fréchet distance.
Table 1 compares our result to previous results and naive algorithms (see our full paper [8]).

2 k-outlier Fréchet distance

2.1 Outlier free space cell
We start by defining curves, shortcuts and the Fréchet distance.

▶ Definition 2.1. Let X = ⟨p0, p1, . . . , pn⟩ be a polygonal curve. We consider X as a
continuous map X : [0, n] → Rd, where X(i) = pi for i ∈ N, and the i-th edge is linearly
parametrized as X(i + λ) = (1 − λ)pi + λpi+1. We denote the shortcut ⟨pi, pa⟩ for i < a as
the straight line segment connecting the points.

A reparametrisation (σ, θ) of two curves X and Y is a pair of continuous non-decreasing
surjective functions, where σ and θ map from [0, 1] to [0, n] and [0, m], respectively. The
Fréchet distance between two polygonal curves X and Y is the maximum distance
attained by optimal reparameterisations, i.e. dF (X, Y ) := inf(σ,θ) maxt∥X(σ(t)) − Y (θ(t))∥.
A reparametrisation of maximum distance at most ε is called an ε-realization.

Now we can define our outlier distances.

▶ Definition 2.2 (Outlier distance). A curve X := ⟨p1, p2, . . . , pℓ⟩ is in the set of k-outlier
curves Ck(X) if and only if the points ⟨p1, p2, . . . , pℓ⟩ are a subsequence of ⟨p1, p2, . . . , pn⟩ and
n−ℓ ≤ k. The directed k-outlier Fréchet distance dO(k, X, Y ) := minY ∈Ck(Y ) dF (X, Y ).

The set of k-outlier curve tuples Tk(X, Y ) :=
⋃k

i=0 Ci(X) × Ck−i(Y ) contains those
curves, where the number of outliers of both curves is at most k. The undirected k-outlier
Fréchet distance is dT (k, X, Y ) := min(X,Y )∈Tk(X,Y ) dF

(
X, Y

)
.

Note that we do not (necessarily) restrict to start or end X with the same vertices as X.
We will later see that allowing this does not increase the computation time and that the
directed case is a specialization of the undirected case. Hence in the remainder of the paper,
the k-outlier Fréchet distance will refer to the undirected case.
▶ Remark (Axioms of Metrics). The identity of indiscernibles does not hold for Fréchet curves
because with the k-outlier Fréchet distances we cannot distinguish between two curves with k

different points. The undirected case is symmetrical because the set of k-outlier curves tuples
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is symmetrical. The triangle inequality is not satisfied, this can be shown a counter-example.
See figure 1. For this example even dT (k, X, Y )+dT (k, Y, Z) ≥ c dT (2k, X, Z) is not satisfied.

Figure 1 Example of Driemel and Har-Peled in [10]. X and Y are close under dS and dT for
k = 1. The same is true for Y and Z. For X and Z they are only close under dT for k ≥ 3.

With the shortcuts, we introduce new edges on our curves and with them, in turn, new
cells in our free space by allowing these shortcuts. To distinguish the terminology of the
classical and the outlier Fréchet distance, we add the word outlier to the new terms.

We present a dynamic program to decide the k-outlier Fréchet distance. We introduce the
height in the outlier free space to keep track of the number of outliers. We start by initialising
the outlier free space with the starting points. Here we also allow omitting vertices at the
beginning of both curves, with the number of omitted points defining the starting height.
Then we compute the reachable intervals for each outlier cell with the starting point and the
previously computed reachable outlier intervals. Here every cell defines how much height
has to be added to the result. After the computation of an outlier cell, we have the classical
reachable free space interval of that cell. But to compute the outlier interval we need all
adjacent cells. We combine then all reachable intervals into the reachable outlier intervals.
In the end, we check if any ending point is reachable. They are similar to the starting points
but allow to use less than k outliers, too.

▶ Definition 2.3 (Outlier Cell). An outlier cell C[(i, j), (a, b), h] is defined as the classical
free space cell of the edges ⟨pi, pa⟩ and ⟨pj , pb⟩ and with an added height h. See 2 for a
visualisation. With Rh(C) and Rv(C) we describe the horizontal and vertical reachable
interval of an outlier cell C. The length L of a shortcut ⟨pi, pa⟩ with a > i is defined as
a − i − 1. It counts the vertices skipped by the shortcut. For the special case a = i we set the
length to 0. See 3 for an example. The horizontal length Lh(C[(i, j), (a, b), h]) := L(⟨pi, pa⟩)
and the vertical length Lv(C[(i, j), (a, b), h]) := L(⟨pj , pb⟩). A starting point (i, j) of
an outlier curve tuple is the pair of its first vertices. The height of that point in the
outlier free space is simply the sum of both indices. An ending point (n − i, m − j) is
a pair of the last vertices of an outlier curve tuple. The height of this point has to be
below k − i − j to allow the last points to be left out. Furthermore a vertical and hori-
zontal reachable outlier interval I[(a, j), (a, b), h] :=

⋃
l∈[k+1] Rv(C[(a − l, j), (a, b), h])

and I[(i, b), (a, b), h] :=
⋃

l∈[k+1] Rh(C[(i, b − l), (a, b), h]). The horizontal free space
interval F [(i, b), (a, b)] := {p ∈ [i, a] × {b} | ∥X(xp) − Y (yp)∥ ≤ ε} only depends on the
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edge ⟨pi, pa⟩ and the point pj . The similar is true for the vertical free space interval
F [(a, j), (a, b)] := {p ∈ {a} × [j, b] | ∥X(xp) − Y (yp)∥ ≤ ε} We indicate by using an index
twice that this is defined by a vertex rather than an edge. An outlier point in the free
space diagram is defined as P [(i, j), h] := I[(i, j), (a, j), h] ∩ I[(i, j), (i, b), h].

Figure 2 We visualise an outlier free space cell in 3-dimensional space. The four points of the cell
C[(i, j), (a, b), h] are (i, j, h), (i, b, h + Lv), (a, j, h + Lh) and (a, b, h + Lv + Lh). The lower left is at
the same height as the cell. The upper left is lifted by the vertical length Lv, the lower right by the
horizontal length Lh and the upper right by both lengths. The reachable free space is shown in red.

Figures 4 to 6 show examples of two classical and an outlier free space diagram.

2.2 Algorithm
For an easier description, we will introduce the term predecessor. Here and in the following
we use [n] := {0, . . . , n} for n ∈ N as a shorthand.

▶ Definition 2.4. The predecessors of a cell C[(i, j), (a, b), h] are the outlier intervals
I[(i, j), (a, j), h] and I[(i, j), (i, b), h]. The predecessors of an outlier interval I[(i, j), (i, b), h]
and I[(i, j), (a, j), h] are the cells C[(i − l − 1, j), (i, b), h − l] and C[(i, j − l − 1), (a, j), h − l]
for l ∈ [k] respectively. The predecessors of a point P [(i, j), h] are the outlier intervals
I[(i − l − 1, j), (i, j), h − l] and I[(i, j − l − 1), (i, j), h − l] for l ∈ [k].
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Figure 3 Two curves with a possible shortcut (dashed) on the red curve of length 3.

In the following, we only consider curves with at least one edge and k ≥ 1. With the
terminology introduced in the previous section, we can decide the reachability of a point
with the predecessors of the point. To compute an outlier interval applying two times its
predecessors gives us a dependence only on O(k) intervals.

We start Algorithm 1 by initializing our reachable free space in the first loop and placing
the starting points in the second loop. Then we can enforce the correct ordering of cells with
a lexicographical ordering of the cells by their five identifying values. In this ordering, we
compute the reachable outlier intervals in the third loop. After computing all cells we have
to check in the last loop if any of the ending points are in the reachable free space below the
needed height. We test if an ending point is reachable by computing the reachable outlier
interval ending with that point and accounting for the length of that interval.

Algorithm 1: Algorithm(k, X, Y, ε)
// Initialize Free Space
foreach (i, j, l, h) ∈ [n] × [m] × [k + 1] × [k] do // Outlier Intervals

Compute F [(i, j), (i + l, j)] and F [(i, j), (i, j + l)]
Set I[(i, j), (i + l, j), h], I[(i, j), (i, j + l), h] and P [(i, j), h] as empty

// Adding Reachable Starting Points
for (i, j) ∈ [k]2 with i + j ≤ k do // Starting Points

if ∥X(xi) − Y (yj)∥ ≤ ε then Set (i, j) ∈ P [(i, j), i + j)]
// Computing the Reachable Space
foreach (i, j, s, t, h) ∈ [n] × [m] × [k + 1] × [k + 1] × [k] do // Cell C[(i, j), (a, b), h]

a = i + s, b = j + t and C = C[(i, j), (a, b), h]
Update I[(i, b), (a, b), h + Lv] and I[(a, j), (a, b), h + Lh] with Rh(C) and Rv(C)

// Testing Ending Points
for (i, j, h) ∈ [k]3 with i + j ≤ k, i + j + h ≤ k do // Ending Points

if (n − i, m − j) ∈ P [(n − i, m − j), h)] then return True
return False

▶ Remark. There are several possibilities to alter the algorithm to compute different distances.
The first would be to set k to 0. Then the algorithm is the same as algorithm one of Alt and
Godau in [2] and the runtime collapses to O(nm).
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Figure 4 On the right side are the curves and on the left is the free space diagram for two values.

Figure 5 The outlier free space diagram for the same curves as in Figure 4. At the plane z = 0,
we can see the classical free space diagram. The reachable free space intervals are drawn in red. The
free space leading to an ending point of the curve is marked with a blue line.

Figure 6 On the right side are the curves realizing the 2-outlier Fréchet distance of the curves in
Figure 4. On the left is the classical free space of them.
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The second would be to set a to i + 1 instead of iterating over it in the third loop. With
this, we forbid the omission of a vertex on the first curve. The runtime of the third loop
becomes O(nmk2). Setting also the i to 0 in the second and fourth loop we disallow any
changes to the first curve and hence we get the directed outlier Fréchet distance.

The third would be to also change the counting from points to shortcuts and only allow
the starting and ending points (0, 0, 0) and (n, m, h) for h ∈ [k]. Then the algorithm would
decide the directed vertex restricted k-shortcut Fréchet distance with runtime O(n2mk).
For the correctness of the algorithm, we first show that reachability decides the k-outlier
distance, see the full paper [8] for the proofs. The proof uses two ideas. The first idea is to
have for every pair of matched edges in the reparametrisation of an outlier curve tuple an
outlier cell representing the free space of it. The second idea is to only use cells below or
at the height k. With these outlier cells and the outlier free space diagram we embedded
the free space diagram of every outlier curve tuple in the outlier free space diagram and can
count the number of outliers.
▶ Lemma 2.5. The k-outlier distance is at most ε if and only if an ending point is reachable
in the outlier free space below or on height k.

▶ Theorem 2.6. Algorithm 1 decides correctly if the k-outlier Fréchet distance is at most ε.
The runtime of Algorithm 1 is in O(nmk3). The space usage is in O(nmk2).

2.3 Critical values
We assume that n ≥ m. The three types of critical values, Alt and Godau introduced, also
cover all cases of the outlier free space. The first case covers the different starting and ending
points in the outlier free space, of which there are O(k2) many. The second type describes the
opening of free space intervals. A vertex and an edge define these. There are O(nmk) critical
values of this type for the O(mk) edges and O(n) points. The last type is the monotonicity
event or the opening of a passage. Here two vertices and an edge are the defining features.
So we get O(n2) for the vertices, O(mk) for the edge and O(n2mk) in total of this type.

▶ Theorem 2.7. The k-outlier Fréchet distance can be computed in O((n2mk + nmk3) log n).

Proof. The argument is the same as in [2] by Alt and Godau. First, compute and sort the
O(n2mk) critical values and then use the decision algorithm with the runtime of O(nmk3)
in a binary search to find the k-outlier Fréchet distance. ◀

3 Conclusion

We introduced a new Fréchet variant to work with real-life data. We can decide the undirected
k-outlier Fréchet distance of two curves of complexity m, n in O(nmk3) time and the directed
distance in O(nmk2) time.
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Abstract
Motivated by the study of geometric graphs, we study the continuous mean distance of a weighted
graph, defined as the mean of the distances between all pairs of points on the edges of the graph.
Despite being a natural generalization of the well-studied notion of mean distance, which only
considers distances between vertices, this concept has been barely studied. We show that the
continuous mean distance can be computed in time quadratic in the number of edges, present
structural results allowing a faster computation for several classes of weighted graphs, and study the
relation between the (discrete) mean distance and its continuous counterpart.

Related Version arXiv:2103.11676v1

1 Introduction

The mean distance of a connected unweighted graph G = (V (G), E(G)) was first introduced
by March and Steadman [6, Chap.14] in the context of architecture to compare floor plans,
although interest in the concept dates back to the work of Wiener in chemistry [10] (after
whom the closely related Wiener index, the sum of all pairwise distances in the graph, is
named). The Wiener index has received extensive attention due to its many applications,
most notably in chemistry [7], but also in other areas (e.g., [8]).

The most usual way to define the mean distance µ(G) is as the arithmetic mean of all
nonzero distances between vertices, where distances are taken over all unordered pairs of
vertices in the graph. In the context of graph theory, Doyle and Graver [1] were the first to
propose the mean distance as a graph parameter. Since then, it has been intensively studied.

In a different direction, Doyle and Graver [2, 3] also introduced the mean distance of a
shape, defined for any weighted graph embedded in the plane. Each edge of the graph is
iteratively subdivided into shorter edges, so that the edge lengths approach zero. The mean
distance of the shape is then defined as the limit of the mean distance of such a sequence
of refinements. Doyle and Graver managed to compute its exact value for seven specific
types of simple graphs (i.e., a path, a Y-shape, an H-shape, a cross, and three more) and six
rather specific families of graphs; the most general ones being cycles and stars with k edges
of length 1/k. A summary of these formulas is given in [3].

In this paper we continue in this direction, studying in depth the mean distance of
weighted graphs in a continuous setting, with the focus on its computational aspects. Our
main motivation arises from geometric graphs. A geometric graph is an undirected graph
where each vertex is a two-dimensional point, and each edge is a straight line segment between
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2017SGR1640, and PID2019-103900GB-I00.
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the corresponding two points. Unlike abstract graphs, in geometric graphs distances are not
only defined for pairs of vertices, but they exist for any two points on the graph, including
points on the interior of the edges. Therefore, the concept of mean distance generalizes
naturally to (weighted) geometric graphs, defined as the average distance between all pairs
of points on the edges of the graph. Our main contributions are:

We show that the continuous mean distance of a weighted graph with m edges can be
computed in O(m2) time; see Section 3.
We present structural results that allow a faster computation of the continuous mean
distance for several classes of weighted graphs, see also Section 3.
We study the relation between the discrete mean distance and the continuous counterpart,
especially in terms of convergence, to understand when iteratively subdividing edges and
computing the discrete mean distance converges to the continuous mean distance. See
Section 4.

While all of our results apply to geometric graphs, we present them in the following for
weighted graphs, making them slightly more general. Omitted proofs can be found in the
full version of the paper [4].

2 Preliminaries

Let G = (V (G), E(G)) be a connected graph with n vertices and m edges; when no confusion
may arise, we indistinctly write V or V (G) and E or E(G). Consider a function ω : E −→ R+

that assigns a positive weight ω(e) to each edge e ∈ E. The value ω(e) is called the length of
edge e, and is also denoted by |e|. In general, given a subset of edges E′ ⊆ E, its weight or
length is |E′| = ∑e∈E′ ω(e).

Graph G together with function ω is a weighted graph where every edge can be identified
with a segment of length ω(e) in the Euclidean plane. Every point p on an edge e = uv can
be expressed as p = λpv + (1 − λp)u for some λp ∈ [0, 1]. Let G` be the set of all points
that are on the edges on G. We point out that all the graphs considered in this work are
connected and weighted, although both terms will be in general omitted as it is understood
from the context. We also consider uniform graphs: graphs where all edges have the same
length; we write α-uniform to refer to a uniform graph where all edge lengths are α.

The distance d(p, q) between p and q on G` is the length of a shortest path connecting
the two points. In this work, we shall assume that the distance between the two endpoints of
any edge e is |e|. The set of points G` together with this distance function is a metric space,
and it will be treated indistinctly as a graph (with vertex set V (G`) = V (G) and edge set
E(G`) = E(G)) or as a closed point set. The distance between an edge e = uv and a point
p /∈ e is d(p, e) = min{d(p, u), d(p, v)}, and the distance between two edges e and e′ = ab is
d(e, e′) = min{d(a, e), d(b, e)}.

We begin by defining the variant of the discrete mean distance that we will consider in
the remainder of this work, which differs from the one mentioned in the Introduction in
two aspects: (i) it considers all pairs of distances, including those that are zero, and (ii) it
considers ordered pairs of vertices (thus it includes a multiplicative factor 2):

µd(G) =
2
∑

u,v∈V d(u, v)
n2 = 2W (G)

n2 ,

where W (G) denotes the Wiener index of G. Observe that µd(G) is the arithmetic mean of
the entries of the distance matrix of the graph. This alternative form of mean distance has
been considered before [9], and allows us to analyze its convergence to the continuous mean
distance when iteratively subdividing the edges of the graph.
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To define formally the continuous mean distance of a weighted graph, we start by defining
it between two subsets of edges E′, E′′ ⊆ E(G`) as

µc(E′, E′′) = 1
|E′||E′′|

∫ ∫

p∈E′ q∈E′′
d(p, q) dp dq.

With some abuse of notation, we shall write µc(G′, G′′), where G′ and G′′ are the graphs
with edge sets E′ and E′′, respectively; when the edge sets are single edges e and e′, we use
µc(e, e′). In addition, |E′| shall also be called the edge weight of G′ (analogous for G′′).

The continuous mean distance of the graph G` can then be defined as

µc(G`) = µc(E(G`), E(G`))

An example: paths. The discrete mean distance of an α-uniform path P is known to be
µd(P ) = α(n2 − 1)/3n, for n vertices [4, 9]. For non-uniform paths P , there is no closed
formula to compute µd(P ). However, µc(P`) can be easily shown to be t

3 for any path, where
t is the total path length, using the fact that to compute µc any path can be considered as a
single edge of length t [4].

3 Computation of the continuous mean distance

The continuous nature of the continuous mean distance makes its computation nontrivial. In
this section we show that µc(G`) can be computed rather efficiently, in time quadratic in the
number of edges of G`. We have proved this result by two different methods, which apply
fundamental concepts in discrete algorithms and computational geometry: that of shortest
path trees and that of Voronoi diagrams for the L1 metric. We sketch here the latter and
only mention briefly the other method; the reader may consult the full version of this work
[4] for a precise description of both methods.

First we observe that µc(G`) can be obtained as a weighted sum of the continuous mean
distances of all ordered pairs of edges (this is simply a consequence of elementary properties
of integration):

µc(G`) = 1
|E|2


 ∑

e,e′∈E×E,e6=e′

µc(e, e′)|e||e′|+
∑

e∈E

|e|
3 |e|

2


 (1)

Our approach, which is based on well-known geometric tools, shows that the mean
distance between two edges and, therefore, of the whole graph can be computed using simple
geometric arguments. The lower envelope of a set of functions is the function resulting of
taking the point-wise minimum of all functions in the set. A first step is to prove that for any
two edges e, e′ ∈ E(G`), the distance between a point p ∈ e and a point q ∈ e′ can be seen
as the lower envelope of at most four planes in 3D. This already implies that µc(e, e′) can be
computed in constant time. However, we can give a direct way to compute it considering the
volume of a three-dimensional body with a rectangular base (one side with the length of e
and the other with the length of e′), four vertical faces from each of the four base edges, and
a roof that is the lower envelope mentioned above. This allows us to show that the function
µc(e, e′) can be expressed as a weighted volume of at most eight truncated rectangular prisms.
This proves the following result.

I Theorem 3.1. The continuous mean distance of a weighted graph G` with m edges can be
computed in O(m2) time.
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In the full version of this work [4], we present an alternative proof of this theorem based
on shortest path trees. Very briefly, we define a continuous version of the shortest path tree
from one point, which can be computed within the same running time as the well-known
discrete shortest path tree. Using this, a careful case analysis allows us to derive expressions
for the mean distance between any two edges, which depend solely on distances stored in
continuous shortest path trees.

In addition to the general methods presented above, we can compute the continuous
mean distance faster for several special cases. This includes complete graphs and graphs that
have cut vertices. In particular, for graph families that have a cut vertex, the continuous
mean distance can be computed faster by solving each block recursively, and combining the
mean distance of each block with weights proportional to the relative edge weight of each
block with respect to the total edge weight of the graph.

I Proposition 3.2. The continuous mean distance can be computed in O(n) time for weighted
trees and weighted cactus graphs with n vertices.

Using the geometric method described earlier, we can give an exact expression for the
continuous mean distance of the α-uniform complete graph Kn. While it is easy to prove
µd(Kn) = (n− 1)/n, this is much harder in the continuous case.

I Proposition 3.3. The continuous mean distance of the α-uniform complete graph Kn is
given by

µc(Kn) = α(9n2 − 22n+ 12)
6 (n2 − n)

Finally, we can prove that a relation between the continuous mean distance of stars, trees,
and paths, known for the Wiener index [5] for the unweighted case (so, by definition, for the
discrete mean distance), also holds in the continuous case when the corresponding graphs
are uniform.

I Proposition 3.4. Let S` and P` be an α-uniform star and α-uniform path, respectively,
on n vertices. Then, µc(S`) ≤ µc(T`) ≤ µc(P`) for every α-uniform tree T` with n vertices.

4 Discrete versus continuous mean distances

There is no obvious relation between the discrete and the continuous mean distances, in the
sense that for different graphs, any of these two values can be larger. For instance, µc is
larger than µd for complete graphs (Proposition 3.3) and cycles1 but it is smaller for paths
(see the related example in Section 2). However, we can give bounds on the continuous mean
distance of two edges in terms of discrete distances (and these bounds are tight).

I Proposition 4.1. Let e and e′ be two distinct edges in a weighted graph G. Then,

d(e, e′) + |e|+ |e
′|

4 ≤ µc(e, e′) ≤ d(e, e′) + |e|+ |e
′|

2

By means of equation (1), the previous result leads to bounds for µc(G`) whenever G` is
uniform, in terms of the discrete mean distance of a weighted version of its line graph [4,
Corollary 5.1], but this method cannot be extrapolated to a graph in general. Thus, a natural

1 The continuous mean distance of a 1-uniform cycle Cn of n vertices is n/4 [3], as well as µd(Cn) for n
even; otherwise µd(Cn) = n

4 − 1
4n [9].
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question is whether the discrete mean distance is convergent to its continuous counterpart
when iteratively subdividing the edges.

One may propose different subdivision schemes, but not all of them guarantee convergence.
By definition of continuous mean distance, the convergence happens for uniform graphs by
simply adding, at each step, a new vertex—anywhere—on each edge. With the same scheme,
we can show that the discrete mean distance is also convergent for nonuniform trees, although
not necessarily to the continuous counterpart. Further, the convergence of µd to µc can be
guaranteed for all graphs where the applied edge subdivision system satisfies that the ratio
between the longest and the shortest edge, at an arbitrary step k, tends to 1. For instance,
we may subdivide at each step k only the longest edges, say of length t, and those whose
length is larger than (1− 1/k)t. The problem is, however, that such a scheme completely
depends on the original structure of the graph.

Next we present an edge subdivision scheme that does not depend on the graph structure,
and allows us to obtain bounds on the discrete mean distance of its k-th edge subdivision,
and on its limit when k tends to infinity. For a graph G = (V,E) with n vertices and m
edges, let G1 = (V 1, E1) be the graph that results from subdividing each edge of G by
inserting a new vertex on its midpoint. Furthermore, we subdivide each edge of G1 into 2k−1

new edges of the same length by inserting 2k−1 − 1 equidistant vertices; the resulting graph
Gk = (V k, Ek) is called the k-th subdivision of G. See Figure 1 for a small example.

G G1 G2

Figure 1 Example of the first two steps of our subdivision scheme.

By definition,

µd(Gk) = 2W (Gk)
(n+m(2k − 1))2

where W (Gk) =
∑

u,v∈V k d(u, v). With some abuse of notation we write, for sets A,B ⊆ V k,
W (A;B) =

∑
u∈A,v∈B d(u, v) and W (A) = W (A;A). For this subdivision scheme we can

show the following relation.

I Theorem 4.2. Let G = (V,E) be a weighted graph with n vertices and m edges, and let
Gk = (V k, Ek) be its k-th subdivision. Let B be the set of vertices inserted in G to obtain
G1. For k > 1 it holds that:

2
[
Ω(G,G1)− ρ

(
3
(

m
2
)

+m(n− 2)
) (

2k−2 − 1
2
)]

(n+m(2k − 1))2 < µd(Gk) ≤ 2 Ω(G,G1)
(n+m(2k − 1))2

where ρ = max{|e| : e ∈ E}, and

Ω(G,G1) = W (V 1) + (2k − 2)
(
2kW (B) +W (B;V )

)
+ |E|

(
22k−1

3 − 2k−1 + 1
3

)

Moreover, the upper bound is tight.

By simply taking limits in Theorem 4.2, we obtain the following bounds.
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I Corollary 4.3. Let G = (V,E) be a weighted graph with m edges, and let Gk = (V k, Ek)
be its k-th subdivision. Let B be the set of vertices inserted in G to obtain G1. Then,

lim
k→∞

µd(Gk) ≤ µd(B) + |E|
3m2

Moreover, if G is α-uniform then, limk→∞ µd(Gk) = µc(G`) ≤ µd(B) + α

3m .

We want to highlight that all trees attain the preceding upper bounds. However, for
nonuniform graphs it is easy to construct cases where the subdivision of edges does not
converge to the continuous counterpart. Consider, for example, a path P with 4 vertices and
edge lengths 2, 1, 1; we have µc(P`) = 4/3 ≈ 1.33, whilst limk→∞ µd(P k) = 5/8+4/27 ≈ 0.77.

Acknowledgments. We thank Julian Pfeifle for proposing the topic of this work, and for
stimulating discussions.
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Abstract
We consider the Minimum Convex Partition problem: Given a set P of n points in the plane, draw a
plane graph G on P , with positive minimum degree, such that G partitions the convex hull of P into
a minimum number of convex faces. We present an O(log OPT)-approximation algorithm running
in O(n8)-time, where OPT denotes the minimum number of convex faces needed. This result is
obtained by relating the problem to the Covering Points with Non-Crossing Segments problem.
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1 Introduction

The CG Challenge 2020 organised by Demaine, Fekete, Keldenich, Krupke and Mitchell [5],
was about solving instances of Minimum Convex Partition (MCP).

▶ Definition 1.1 (Demaine et al. [5]: Minimum Convex Partition problem). Given a set P of
n points in the plane. The objective is to compute a plane graph with vertex set P (with
each point in P having positive degree) that partitions the convex hull of P into the smallest
possible number of convex faces. Note that collinear points are allowed on face boundaries,
so all internal angles of a face are at most π.

As explained by Bose et al., this problem has applications in routing [3]. They showed
that a routing algorithm named Random-Compass that works for triangulations can be
extended to convex partitions. Having a convex partition with few faces reduces the amount
of data to store. From now on, we denote by P a set of n points in the plane.

In this paper, we present an approximation algorithm for MCP. We obtain this approxi-
mation algorithm by relating the MCP problem to the Covering Points with Non-Crossing
Segments (CPNCS) problem. First, we define what non-crossing segments are.

▶ Definition 1.2 (Non-Crossing Segments). We call a part of a (straight) line bounded by
two points a segment. The two points are referred to as endpoints of the segment. Note
that we do not force the endpoints to be distinct, therefore we consider a point p as being a
segment. The endpoint of p is p itself. Two segments are non-crossing if the intersection of
their relative interior is empty.

▶ Definition 1.3 (Covering Points with Non-Crossing Segments). Given a set P of n points,
find a minimum number of non-crossing segments whose endpoints are in P such that each
point of P is contained in at least one segment.

The condition that the endpoints of the segments must be in P has no effect on the
number of segments required. We add it as it simplifies some arguments. Note that CPNCS
is not a so-called set cover problem nor an exact cover problem. We believe that CPNCS is
interesting in itself. Even though it is a very natural problem, to the best of our knowledge
it had not been introduced before.

In the full version of the paper, we show that MCP is NP-hard [7]. This result was also
presented at EuroCG 2020. Under the assumptions that the points lie on the boundaries of a
fixed number h of nested convex hulls, and that no three points lie on a line, Fevens, Meijer
and Rappaport gave an algorithm for solving MCP in time O(n3h+3) [6]. Some integer linear
programming formulations of the problem have been recently introduced [2, 11, 4].

For the related problem Minimum Convex Partition of Polygons with Holes, Bandyapad-
hyay, Bhowmick and Varadarajan showed the existence of a (1 + ε)-approximation algorithm
running in time nO((log n/ε)4) [1]. Although they only consider holes with non empty interior,
one can observe that their proof extends to the case of point holes. This is an even more
general setting than MCP for point sets, so their algorithm also applies in our setting. This
implies that MCP is not APX-hard unless NP ⊆ DTIME(2polylog n).

Under the assumption that no three points are collinear, Knauer and Spillner have shown
a 30

11 -approximation algorithm [8] for MCP in 2006. As a lower bound on the number of
convex faces for one particular point set, they rely on the observation that each inner point
has degree at least 3. The inner points of P are the points not on the boundary of the convex
hull. This gives a lower bound on the number of edges, and therefore on the number of faces,
by Euler’s formula. Note that the restriction that no three points are on a line is necessary,



N. Grelier 22:3

as shown in Figure 1. There are only two faces in a minimum convex partition of this point
set, and all the inner points have degree 2.

•
•

•

•

•
•

•

• • • • •

Figure 1 The number of inner points can be arbitrarily much larger than the number of convex
faces required.

Additionally, Knauer and Spillner showed how to adapt any constructive upper bound on
the number of faces into an approximation algorithm. More explicitly, they showed that if
one can compute in polynomial time a convex partition with at most λn convex faces, then
there exists a 2λ-approximation algorithm running in polynomial time. The best result to
date is a proof by Sakai and Urrutia that one can partition a point set in quadratic time
using at most 4

3 n convex faces (the result was presented at the 7th JCCGG in 2009, the paper
appeared on arXiv in 2019) [10]. Although they do not mention it, combining this result
with the one by Knauer and Spillner gives a quadratic time 8

3 -approximation algorithm.
The lower bound used by Knauer and Spillner does not extend to our setting, where

we consider all point sets. They say that a constant-approximation algorithm would be
desirable for unrestricted point sets, but so far not even an O(n1−ε)-approximation is known.
In Section 3, we prove the following:

▶ Theorem 1.4. There exist O(log OPT)-approximation algorithms for MCP and CPNCS
running in O(n8)-time.

Allowing several points to be on a line does not simply create tedious technicalities to
deal with. The crux of the matter is to find, for a fixed point set, an exploitable lower bound
on the number of faces in a minimum convex partition. When no three points are on a line,
the number of inner points in P gives a linear lower bound on the number of faces in a
convex partition [8]. In this paper, we consider point sets with no restriction. We introduce
the CPNCS problem as it pinpoints where the difficulty of finding a constant-approximation
algorithm for MCP is and makes the problem easier to study. We show in Section 2 the
following:

▶ Theorem 1.5. Let P be a set of n points with at least one inner point, and let λ ≥ 1 be a
real number. Let fm denote the minimum number of faces in a convex partition of P . Let
sm denote the minimum number of non-crossing segments in a covering of the inner points
of P , denoted by Pi.
1. It holds that sm

6 ≤ fm ≤ 8sm.
2. Given a covering of Pi with at most λsm non-crossing segments, it is possible to compute

in O(n2)-time a convex partition of P with at most 24λfm convex faces.
3. Given a convex partition of P with at most λfm convex faces, it is possible to compute in

O(n)-time a covering of Pi with at most 44λsm non-crossing segments.
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Figure 2 Illustration of Lemma 2.2. The green dashed edge and the triangle points are removed at
the beginning for the analysis, and added back at the end. The extreme points in P ′′ are represented
as square points. The edges in E′ are in red. The other edges from P ′′ to the boundary of the
convex hull are in blue.

2 The relation between MCP and CPNCS

Throughout this section, we denote by P a point set in the plane. We denote by Pi the set
of inner points of P . Let p be in P . If P and P \ {p} do not have the same convex hull, we
say that p is an extreme point. We denote by P ′ the extreme points in Pi. Note that a point
might lie on the boundary of the convex hull of a point set without being an extreme point.
We say that P is special if |P ′| ≤ 2. The proof of Lemma 2.1 can be found in the full version
of the paper [7].

▶ Lemma 2.1. Let P be a set of n points that is not special. Given a covering of Pi with s

non-crossing segments, one can compute in O(n2)-time a convex partition of P with at most
4s + 2|P ′| faces.

▶ Lemma 2.2. Let P be a set of n points. Given a convex partition of P with f faces, one
can compute in O(n)-time a covering of Pi with at most 6f − 2|P ′| non-crossing segments.

Proof. The proof is illustrated in Figure 2. Let us denote by G0 = (V0, E0) the plane graph
corresponding to the convex partition. Observe that the relative interior of an edge in E0
might overlap with points in P . We assume that G0 is given with a doubly connected edge
list (DCEL) structure. If there is an edge between two points on the boundary of the convex
hull of V0, but not consecutive, we remove this edge. Note that this decreases the number of
faces by 1, and does not break the convexity property. We denote by m the number of such
edges that we have removed. We also remove from P all points contained in the relative
interior of an edge between two points on the boundary of the convex hull. We denote by P ′′

the extreme points in Pi that we have not removed. As an edge contains at most two points
in P ′, we have |P ′′| ≥ |P ′| − 2m. Using the DCEL structure, this can be done in O(n)-time.
We have obtained a new graph G = (V, E), and there are f −m convex faces in G. We denote
by Q the set of inner points that are of degree at least 3 in G. We set k := |Q|. Now observe
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that for each point p in P ′′, there exists at least one edge e in E with one endpoint in Q, one
endpoint on the boundary of the convex hull, such that e overlaps with p. This is because if
we consider p and the two lines going through p and one of the two consecutive vertices in P ′′

(the one before p and the one after p when going around P ′′ in clockwise order), they define
a wedge in which one edge must lie because of convexity. The point p can be an endpoint
of e or in its relative interior. If for a point p ∈ P ′′ there are several edges that satisfy the
conditions, we choose one arbitrarily. We denote these edges by E′. An edge in E′ overlaps
with exactly one point in P ′′, thus |E′| = |P ′′|. We denote by Eb the edges not in E′ that
have a point on the boundary of the convex hull and the other in Q, and we denote |Eb| by
m′. The vertices on the boundary of the convex hull are adjacent to two other vertices on the
boundary of the convex hull. Moreover, those vertices are incident to |P ′′| + m′ additional
edges. We have 2|E| =

∑
v∈V deg(v) ≥ 3k + 2(n − k) + |P ′′| + m′ = k + 2n + |P ′′| + m′. By

Euler’s formula, we have f − m = |E| − n + 1 ≥ k+|P ′′|+m′

2 + 1.
Now, the solution consists of the union of all edges in E incident to two points in Q,

with the m edges in E0 that we have removed, and with the |P ′′| + m′ edges in E′ ∪ Eb.
We may need those edges as they might overlap with points in Pi. Note that there are at
most 3k edges in E incident to two points in Q as G is plane. Moreover, all points in Pi

are indeed covered by the edges in our solution. Thus, we obtain a covering of Pi with s

segments, where s ≤ 3k + m + m′ + |P ′′| ≤ 3(2(f − m) − |P ′′| − m′) + m + m′ + |P ′′| ≤
6f − 5m − 2|P ′′| ≤ 6f − 5m − 2(|P ′| − 2m) ≤ 6f − 2|P ′|. ◀

We combine Lemmas 2.1 and 2.2 to prove Theorem 1.5 in the full version of the paper [7].

3 Approximation algorithm for CPNCS

We present an O(log OPT )-approximation algorithm running in O(n8) for CPNCS, where
OPT denotes the minimum number of segments need to cover the points. The entire proof
can be found in the full version of the paper [7]. The existence of an algorithm with the
same approximation ratio and running time for MCP follows from Theorem 1.5.

Mitchell presented an algorithm for a related covering problem [9]. We adapt his algorithm
to our setting of CPNCS. Let P be a set of n points. By doing a rotation if necessary, we
can assume that no two points in P have the same x-coordinate. We say that a trapezoid is
constrained if 1) it has two disjoint vertical sides, each lying on a line that contains a point
in P , and 2) the two remaining sides are lying on lines that contain each at least two points
in P . Note that there are O(n6) constrained trapezoids.

We also allow for some degeneracies. Let us consider a triangle with vertices a, b and c,
not all three on a line. If a is in P , the segment with endpoints b, c is vertical and lies on a
line that contains a point in P , and the segments with endpoints a, b and a, c respectively
are contained in some lines ℓ and ℓ′ such that ℓ and ℓ′ contains at least two points in P , then
we say that the triangle is a constrained trapezoid. If a constrained trapezoid is split into
two halves by a vertical line ℓ going through its interior, with ℓ containing a point in P , we
obtain two constrained trapezoids. Likewise, if a segment s is in a constrained trapezoid τ ,
such that s lies on a line that contains at least two points in P , s intersects the interior of
τ , and the endpoints of s are contained in the vertical sides of τ , then s splits τ into two
constrained trapezoids.

Now we are ready to describe the algorithm. We give an exhaustive description of the
algorithm, along with the proof of correctness, in the full version of the paper [7]. The
algorithm uses dynamic programming. We first compute how to cover the points in the
thinnest constrained trapezoids, with respect to their width on the x-axis. Now, for some
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larger constrained trapezoid, we consider the O(n2) ways of splitting it non-vertically to
obtain two new constrained trapezoids. We recurse on each of them, and store the splitting
that minimises the number of segments needed. Likewise, we consider the O(n) ways of
splitting vertically, recurse on the two new constrained trapezoids, and store the best solution.
Finally, we take the best solution between splitting non-vertically and splitting vertically. As
we spend quadratic time for each constrained trapezoid, the total running time is in O(n8).

Acknowledgments. Research supported by the Swiss National Science Foundation within
the collaborative DACH project Arrangements and Drawings as SNSF Project 200021E-
171681. The author thanks Michael Hoffmann for his helpful advice.
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Abstract
In recent years there has been an increase of interest in developing algorithms that triangulate
Riemannian manifolds. One of the popular methods to tackle this task is to construct a Delaunay
triangulation from a point sample on the manifold. Algorithms based on this method are guaranteed
to succeed if certain global geometric assumptions on the point sample are fulfilled: besides being
sufficiently dense and sparse, the point sample needs to be Delaunay protected, meaning that there
are no foreign vertices near a Delaunay ball. Recent results show that if the protection of the point
sample is large compared to the density and bounds on the absolute value of the sectional curvature,
the Delaunay triangulation arising from this point sample is homeomorphic to the manifold.
However, it is well known that we need no protection to construct Delaunay triangulations in spaces
of constant curvature. A bound on the variability of the sectional curvature would thus be a more
natural choice for the protection than its absolute value. This paper addresses this issue and shows
that the protection of a point sample only needs to be large compared to how far the manifold
is (locally) from a space of constant curvature. This makes a far better adaptive sampling on
Riemannian manifolds possible.

1 Introduction

Adaptive sampling for Delaunay triangulations has always been an important part of the
work on the triangulations of manifolds. Its goal is to Delaunay triangulate a given manifold
using as little vertices as possible. Triangulating manifolds with this method significantly
improves the efficiency of algorithms running on these manifolds, since both their runtime
and space complexities are tied to the number of vertices of the triangulation.
Computational geometers strive to define bounds on a point sample of a manifold such that
the manifold can be Delaunay triangulated using these points as vertices.
The majority of work on triangulations of submanifolds of the Euclidean space formulates
these bounds in terms of the local feature size (see Figure 1). In dimensions two and three
see for example [1, 12]; for higher dimensional submanifolds we cite [11, 7].
The work on Delaunay triangulations of Riemannian manifolds [14, 5, 8, 6], on the other
hand, assumes bounds on the geometry of the manifold. More precisely, the triangulation
criteria demand that the density and protection (see Figure 2 on the right) of the point
sample is large compared to the absolute value of the sectional curvatures and the injectivity
radius (illustrated in Figure 2 on the left) on the manifold.
However, the bound on the absolute value of the sectional curvatures is from a certain
perspective unnatural. Indeed, to Delaunay triangulate a space of any constant curvature
it is sufficient to take a point sample that is generic; no extra protection is required. One
therefore expects that the quality bounds are formulated in terms of how far a space is from
having constant curvature, as supposed to its absolute value.
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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Figure 1 A manifold (in black) and its medial axis (in red). The local feature size of any point
in the manifold is its distance (in green) to the medial axis.

Figure 2 On the left: the injectivity radius is the largest radius such that no disc on the manifold
with this radius self-intersects. On the right: the triangle with the green circumcircle is protected,
since no other points lie in a green belt around it. The triangle with the red circumcircle is not
protected, since its red belt contains two points.

This paper is the second to address this disparity. In [15] we discussed non-degeneracy
criteria for simplices on spaces of nearly constant curvature. In this paper we use these results
to derive quality bounds that guarantee a successful construction of Delaunay triangulations
in spaces of nearly constant curvature. In contrast to Boissonnat, Dyer, and Ghosh [4], who
focus in their work on Delaunay balls, we focus on the Voronoi diagram. Our investigation
leads to surprising connections with quadrics, which we believe are of independent interest.
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2 Background

Simplices in space forms A space form is a complete, simply connected Riemannian man-
ifold with constant sectional curvature K. We denote n-dimensional space forms by Hn(K),
or H(K). In short: If K < 0, H(K) is a hyperbolic space, if K = 0, H(K) is the Euclidean
space, and if K > 0, H(K) is a sphere. An n-dimensional simplex σ in Hn(K) is a convex
hull of a set of n + 1 points v0, . . . , vn ∈ Hn(K). We recall that a convex hull of a set
of points is the smallest convex set containing these points. If σ is non-degenerate, there
exists a unique1 n-sphere in Hn(K) containing the vertices of σ. We call this sphere the
circumsphere of σ, and its centre the circumcentre of σ.
In this paper we study how the positions of circumcentres of simplices are influenced by
small perturbations of the metric. To this end we recall that the circumcentre of σ is the
intersection of bisectors of pairs of its vertices vi and vj , where a bisector of vi and vj is
an n− 1-dimensional space form in which all points are equidistant to vi and vj .
The quality of a simplex quantifies how far a simplex is from being degenerate. The standard
measures in Euclidean space are the thickness (the height2 divided by the longest edge
length) and the fatness (a normalized volume). In [15], the notion of quality has been
extended to spaces of constant curvature to be able to formulate non-degeneracy bounds on
Riemannian simplices on spaces of almost constant curvature.

Riemannian simplices
Throughout this paper, M denotes a Riemannian manifold with sectional curvatures K
bounded by Λ` ≤ K ≤ Λu.

We call a set A ⊆M convex if for any two distinct points a, b ∈ A there exists a minimizing
geodesic inM connecting a and b, this geodesic is unique, it is contained in A, and no other
geodesic between a and b is contained in A. We denote the injectivity radius ofM by ιM.
Due to [10, Theorem IX.6.1] we then know that any closed ball of radius r inM with

r < rC = min
{
ιM
2 ,

π

2
√

Λu

}
,

is convex. (If Λu ≤ 0, we define 1/
√

Λu =∞.) The radius rC is called the convexity radius.
The construction of a Riemannian simplex from a set of points inM is more involved than
taking the convex full ifM is not a space form. This is because the convex hull of 3 points
in a generic manifold of dimension at least 3 is generally full dimensional [2, Section 6.1.3].
We rely on the Riemannian centre of mass construction (an example of the Fréchet means),
defined by Karcher [16].

Metric distortion and the associated simplex In order to assess the quality of triangu-
lations of Riemannian manifolds we develop means of comparing Riemannian simplices to
‘similar’ simplices in space forms. We use the concatenation Eq,K of exponential maps (il-
lustrated in Figure 3) to map a simplex σ from the manifold to the space form H(K), and
work with its metric distortion. We recall [13] that the exponential map expq,M at a point
q ∈ M maps tangent vectors v ∈ TqM to points onM. Intuitively, it tells you what point

1 The uniqueness follows from the reduction to the Euclidean case using stereographic projection or e.g.
the Poincaré model.

2 The height is the minimal altitude, where the altitude is defined as the distance from a vertex to the
affine hull of the opposite face.
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inM you would reach if you were to walk from q for a distance ‖v‖ in the direction of v
‖v‖ .

For a small enough neighbourhood of 0 ∈ TqM, the exponential map is a homeomorphism
onto its image Uq. IfM = H(K), expq,M=H(K) is independent of the base point q, and we
denote it by expH(K) for simplicity.

Figure 3 An illustration of the map Eq,K .

The associated simplex σK(q) of σ is then the convex hull of the vertices of Eq,K(σ) in H(K),
as illustrated in Figure 4. It is the key object in assessing non-degeneracy of simplices.

Figure 4 A Riemannian simplex (in blue) and its associated simplex (in red).

From a point sample to the Delaunay triangulation Next, we patch non-degenerate sim-
plices together to form a triangulation. To derive the necessary sampling conditions we
borrow techniques from [5, 6, 8, 14]. First, we need a point sample that covers our manifold
well enough. We use the notion of an (ε, µ)-net, where ε and µ are the covering and the
packing radius, respectively. An (ε, µ)-net of a planar region is illustrated in Figure 5.
The triangulation of the manifoldM is built from its (ε, µ)-net P by the Voronoi-Delaunay
construction. Recall that a (full-dimensional) Voronoi cell VorM(p) of a point p ∈ P is
the locus of all points in M as close or closer to p than any other point in P . Lower-
dimensional Voronoi cells are the intersections of the full-dimensional cells. The Delaunay
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Figure 5 The point sample (in black) is an (ε, µ)-net of the planar region M since M is covered
by balls of radius ε centred at the points of the point sample (on the left), and no two balls of
radius µ centred at the points of the point sample intersect (on the right).

complex Del(P ) of M is the nerve of the Voronoi diagram. That is, points p0, . . . , pj ∈ P
form a simplex σ in Del(P ) if and only if the intersection of their Voronoi cells is non-empty.
This implies that for every σ ∈ Del(P ) there exists a point inM that is equidistant to all
points in σ. Let v ∈ ⋂ji=0 Vor(pi) be such that the distance d(v, p0) = · · · = d(v, pj) =: r is
minimal. We call the ball with centre v and radius r a Delaunay ball of σ.
The set Del(P ) is always a simplicial complex, but its dimension can be arbitrarily high.
Next to conditions on ε and µ we thus need to impose an additional condition on P to ensure
that Del(P ) is of the right dimension — the so-called δ-protection. In our paper we assume
δ-protection not on the manifold, but on the space form. As in [5, 7, 3], protection on the
manifold can be achieved using the Lovász Local Lemma [17]. The perturbation algorithm
for our manifolds of almost constant curvature would be essentially the same as in [7] and
we refer to that paper for details.

Whitney’s lemma The core of this paper consists of showing that if the (ε, µ)-net P is
sufficiently protected, we can construct parts of the Riemannian Delaunay complex by con-
structing non-degenerate Riemannian Delaunay simplices using the combinatorial structure
from Del(P ) and the results from previous sections. These local Delaunay complexes then
combine to give a triangulation of the whole manifold thanks to Whitney’s Lemma [18] (see
also [9]). To apply this lemma simplices need to be glued together properly along their
facets, and there must exist a ‘safe’ point in each simplex that is not covered by any other
simplex.

3 Our results

The main theorem Our paper provides conditions on an (ε, µ)-net P of our manifoldM
that assure that the Delaunay complex DelM(P ) is a piecewise smooth triangulation ofM,
geometrically realized by Riemannian simplices on M. We do not state these conditions
explicitly in this extract, since they contain many technical constants. We note however,
that these conditions are satisfied if |Λ` − Λu| is small enough compared to ε, µ, and the
protection.
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The Delaunay complex of a generic sample in a space form is always homeomorphic to
the space form. We show that this homeomorphism is preserved under small distortions of
the metric. We first bound the geometry of these distorted Voronoi cells, and study how
protection ensures the quality of Delaunay simplices. Combined, these quality bounds yield
Hausdorff stability of the Voronoi vertices. We also show that protection can be used to
bound non-adjacent faces away from each other. We then generalize these results to spaces
of almost constant curvature. Our bounds on the metric distortion yield conditions under
which we can guarantee both the combinatorial stability and the existence of a so-called safe
point, which together with Whitney’s lemma yields the final result.

3.1 Results in space forms
Geometric interpretation of thickened bisectors Let ν ≥ 0. The thickened bisector of two
distinct points p, q ∈ Hn(K = ±1) is the setBν(p, q) = {x ∈ Hn(±1) | |d(x, p)− d(x, q)| ≤ 2ν}.
One such thickened bisector is illustrated in Figure 6.

Figure 6 The thickened bisector of p and q.

We discovered that thickened bisectors have a straightforward geometric interpretation.
They are the intersection ofHn(±1) with a rigid body in Rn+1. This body can be constructed
as a Cartesian product of the orthogonal complement of span{p, q} and the union of ellipses
(if K = 1) or hyperbolas (if K = −1) depicted in Figure 7.

Distortion of circumcentres Recall that a circumcentre of a simplex is the intersection of
the bisectors of its vertices. After a small distortion, controlled by a factor ν, the circumcen-
tre lies in the intersection of the thickened bisectors of pairs of vertices of the simplex. We
bound the distance between the circumcentre C and its distorted image C̃. More precisely,

d
(
C, C̃

)
≤





(n+1) sin(√
Kν)

K height(σ) if K > 0,
(n+1) sinh

(√
|K|ν

)
|K| height(σ) if K < 0,

where height(σ) denotes the height of the convex hull in Rn+1 of the vertices of the considered
simplex. Assuming further that the simplex forms a part of the Delaunay triangulation of
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Figure 7 Ellipses and hyperbolas used in the construction of thickened bisectors.

a δ-protected (ε, µ)-net we lower bound height(σ) to obtain an upper bound for d
(
C, C̃

)

expressed only in terms of the curvature K, and the parameters δ, µ, and ε.

Voronoi objects lie in union of the Delaunay balls of their vertices For a generic point
sample P in Hn(K), we consider a face F of the Voronoi diagram of P , F =

⋂k
j=0 Vor(pj).

We denote the vertices of F by wi. Each vertex wi is a centre of a Delaunay ball, which we
denote by B(wi, ri) (see Figure 8). Then for each x ∈ F and each j,

B(x, d(x, pj)) ⊆
⋃

i

B(wi, d(wi, pj)) =
⋃

i

B(wi, ri).

Figure 8 On the left: The Delaunay (in gray) and Voronoi (in red) cell decomposition. In blue
the Delaunay balls. On the right: Illustration of our first result.

Furthermore: A Voronoi cell is called foreign to F if the two sets are disjoint. If P is δ-
protected, then the minimal distance between any Voronoi face and any foreign Voronoi cell
is lower bounded by δ/2.
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3.2 Results in spaces of almost constant curvature
For any small enough simplex inM we establish a lower bound on the height of the associated
simplex in the space form H(Λmid), with Λ` ≤ Λmid ≤ Λu, as in [15].
We use this result to upper bound the parameter ν that controls how far the bisectors get
distorted. This bound, in turn, allows us to control the images of the Voronoi faces under
the map Ep,Λmid .
Combining these results we finally show that under certain conditions on the three parame-
ters δ, µ, and ε the star of any vertex q in the Delaunay triangulation of P ⊆M is combina-
torially equivalent to the star of Ep,Λmid(q) of the Delaunay triangulation of Ep,Λmid(P ). In
addition, we prove the existence of a safe point for each simplex of the triangulation. This
proof is based on a distortion bound between the image of the Riemannian simplex under
the map Ep,Λmid(q) and the associated simplex (where points with the same barycentric
coordinates are identified).
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Abstract
The investigation of arrangements of pseudolines and their cell structure goes back to Levi in the
1920’s. In Grünbaum’s monograph from the 1970’s, he started the investigation of arrangements of
pseudocircles and posed several interesting problems and conjectures, some of which are still open.
Here we discuss the cell-structure of arrangements of pairwise intersecting pseudocircles.

First, we discuss the maximum number of digons or touching points. Grünbaum conjectured that
every arrangement of n pairwise intersecting pseudocircles has at most 2n − 2 digons or equivalently
at most 2n − 2 touchings. Using a result from Agarwal et al. (2004), who proved the conjecture
for cylindrical arrangements, we show that the conjecture holds for any arrangement, where a
triple of pseudocircles is pairwise touching. Even though the general conjecture remains open, this
substantially narrows the options for potential counter-examples.

Second, we discuss the minimum number of triangular cells (triangles) in an arrangement of n

pairwise intersecting pseudocircles without digons and touchings. While Snoeyink and Hershberger
(1991) showed that there are at least p3 ≥ 4

3 n triangles, Felsner and Scheucher (2017) showed
that there exist arrangements on n ≥ 6 pseudocircles with p3 < ⌈ 16

11 n⌉ triangles, which disproved
a long-standing conjecture of Grünbaum. Here we provide a construction for n ≥ 6 with only
p3 = ⌈ 4

3 n⌉ triangles, showing that the lower bound of Snoeyink and Hershberger is tight.

1 Introduction

An intersecting arrangement of pseudocircles is a collection of simple closed curves on the
sphere or plane such that any two of the curves either touch in a single point or intersect in
exactly two points where they cross. Throughout this article, we consider all arrangements
to be simple, that is, no three pseudocircles meet in a common point. An arrangement A
partitions the plane into cells. Cells which have k crossings on their boundary are k-cells
and we denote their number by pk(A). We also call 2-cells digons and 3-cells triangles.

The investigation of cells in arrangements started about 100 years ago with the study
of arrangements of (pairwise intersecting) pseudolines by Levi [8], who showed that in the
projective plane every pseudoline is incident to at least 3 triangles and proved the famous
extension lemma. In the 1970’s, Grünbaum [7] intensively investigated arrangements of
pseudolines and initiated the study of arrangements of pseudocircles.

∗ A part of this work was initiated at a workshop of the collaborative DACH project Arrangements and
Drawings in Gathertown. We thank the organizers and all the participants for the inspiring atmosphere.
S. Roch was funded by the DFG-Research Training Group ’Facets of Complexity’ (DFG-GRK 2434).
M. Scheucher was supported by the DFG Grant SCHE 2214/1-1.

38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
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1.1 Digons and touchings
Concerning digons in intersecting arrangements of pseudocircles, Grünbaum [7, Conjec-
ture 3.6]1 posed the following conjecture:

▶ Conjecture 1.1 (Grünbaum’s digon conjecture [7]). Every intersecting arrangement of
n pseudocircles has at most 2n − 2 digons.

An intersecting arrangement of pseudocircles is called cylindrical, if there is a pair of cells
which are separated by each pseudocircle of the arrangement. It was shown by Agarwal et al.
[1, Corollary 2.12] that Conjecture 1.1 holds for simple cylindrical arrangements.

Moreover, Agarwal et al. show for intersecting arrangements of pseudocircles that the
number of digons is at most linear in n. The proof of this linear bound is based on the fact that
every arrangement of intersecting pseudocircles can be stabbed by constantly many points.
That is, there exists an absolute constant k, called the stabbing number, such that, for every
arrangement of n pseudocircles in the plane, there exists a set of k points with the property
that each pseudocircle contains at least one such point in its interior. In the literature, the
stabbing number is also often referred to as piercing number or transversal number. Hence
the arrangement can be decomposed into constantly many cylindrical subarrangements. The
multiplicative constant of the linear term however remains unknown. In [6] we verified the
conjecture for up to n = 7 pseudocircles.

Here we show that Grünbaum’s digon conjecture (Conjecture 1.1) holds for simple
arrangements with three pseudocircles that pairwise form a digon; see Section 2. Before
we state the result, let us introduce some notation which will be used extensively. Any
arrangement A of pseudocircles can be perturbed so that any selection of its digons become
touching points. Figure 1 gives an illustration. It is therefore sufficient to find an upper
bound on the number of touchings. The touching graph T (A) consists of the pseudocircles
as vertices, and two of them share an edge if they have a touching.

Figure 1 Contracting some of the digons to touchings.

▶ Theorem 1.2. Let A be an arrangement of n pairwise intersecting pseudocircles. If the
touching graph T (A) contains a triangle, then there are at most 2n − 2 touchings.

1.2 Triangles in digon- and touching-free arrangements
The study of triangles in arrangements goes back to Levi [8], who showed that every
arrangement of n pseudolines in the projective plane contains at least n triangles. Since
pseudoline arrangements are in correspondence with arrangements of great-pseudocircles (see

1 Originally the conjecture extends to non-simple arrangements which are non-trivial, i.e., arrangements
with at least 3 crossing points.



S. Felsner, S. Roch, and M. Scheucher 24:3

e.g. [5, Section 4]), it directly follows that an arrangement of n great-pseudocircles contains
at least p3 ≥ 2n triangles.

Grünbaum conjectured that every digon- and touching-free intersecting arrangement
on n pseudocircles contains at least p3 ≥ 2n − 4 triangles [7, Conjecture 3.7]. Snoeyink and
Hershberger [10] proved a sweeping lemma for arrangements of pseudocircles. Using this
powerful tool, they concluded that in every digon- and touching-free intersecting arrangement
every pseudocircle has two triangles on each of its two sides (interior and exterior) and
derived the lower bound p3(A) ≥ 4n/3; see Section 4.2 in [10].

In [6] we constructed an infinite family of arrangements with p3 < 16
11 n which shows that

Grünbaum’s conjecture is wrong and verified that the lower bound p3 ≥ 4n/3 by Snoeyink
and Hershberger is tight for 6 ≤ n ≤ 14. We now have:

▶ Theorem 1.3. For every n ≥ 6, there exists a digon- and touching-free arrangement An

of n pairwise intersecting pseudocircles with p3 = ⌈ 4
3 n⌉ triangles.

All arrangements constructed in Section 3 contain A6 (depicted on the left of Figure 7)
as a subarrangement. This remarkable arrangement has been studied as the arrangement
N ∆

6 in [5] where it was shown that N ∆
6 is non-circularizable, i.e., N ∆

6 cannot be represented
by an arrangement of proper circles. As a consequence, all arrangements constructed in
Section 3 are as well non-circularizable. In fact, all known counter-examples to Grünbaum’s
triangle conjecture contain N ∆

6 and are therefore non-circularizable. Hence, Grünbaum’s
conjecture may still be true when restricted to arrangements of proper circles.

▶ Conjecture 1.4 (Weak Grünbaum triangle conjecture, [6, Conjecture 2.2]). Every intersecting
digon- and touching-free arrangement of n circles has at least 2n − 4 triangles.

1.3 Discussion
For intersecting arrangements of unit-circles, Pinchasi showed an upper bound of p2 ≤ n + 3
[9, Lemma 3.4 and Corollary 3.10]. For arrangements of unit circles there is a classical con-
struction of Erdős [3] with n not necessarily pairwise intersecting circles and Ω(n1+c/ log log n)
touchings. An upper bound of O(n3/2+ϵ) on the number of digons in circle arrangements
was shown by Aronov and Sharir [2]. We are not aware of upper bounds on the number of
digons in the case of not necessarily intersecting pseudocircles.

Concerning intersecting arrangements with digons, the number of triangles behaves
slightly different. While our best lower bound so far is p3 ≥ 2n/3, we have used computer
assistance to verify that p3 ≥ n − 1 is a tight lower bound for 3 ≤ n ≤ 7 [6]. It remains
open, whether p3 ≥ n − 1 is a tight lower bound for every n ≥ 3 [6, Conjecture 2.10]. For the
maximum number of triangles in intersecting arrangements in [6], we have shown an upper
bound p3 ≤ 4

3
(

n
2
)

+ O(n) which is optimal up to a linear error term.

2 Sketch of the proof of Theorem 1.2

We outline the proof of Theorem 1.2. A complete proof is deferred to the full version; see [4]
for a preliminary version.

Since the touching graph T (A) contains a triangle, there are three pseudocircles in A
that pairwise touch. Let K be the subarrangement induced by these three pseudocircles and
let △ and △′ denote the two triangle cells in K. We label the three touching points, which
are also the corners of △ and △′, as a, b, c. Furthermore, we label the three boundary arcs
of △ (resp. △′) as α, β, γ (resp. α′, β′, γ′), as shown in Figure 2(a).
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(b)
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(c)

Figure 2 (a) An illustration of the subarrangement K. (b) and (c) illustrate an additional
pseudocircle C (red). The pc-arcs inside both △ and △′ are highlighted.

Assume that all digons in A are contracted to touchings.
The intersection of a pseudocircle C ∈ A \ K with △ ∪ △′ results in three connected

segments, which we denote as the three pc-arcs of C, see Figures 2(b) and 2(c). Note that
each pc-arc in △ connects two of α, β or γ while a pc-arc in △′ connects two of α′, β′ and γ′.
Depending on the boundary arcs on which they start and end, they belong to one of the
types αβ, βγ, αγ, α′β′, β′γ′ or α′γ′.

▶ Claim 2.1. If two pc-arcs inside △ or △′ have a touching or cross twice, then they are of
the same type.

Proof of Claim 2.1. Suppose towards a contradiction that two distinct pseudocircles C, C ′

from A\K contain pc-arcs A ⊂ C ∩△ and A′ ⊂ C ′ ∩△ of different types that have a touching
or cross twice. One needs to check the four cases depicted in Figure 3. In none of these cases,
pc-arc A′ can be completed to a pseudocircle extending the intersecting arrangement of the
four given pseudocircles. This is a contradiction. △

c
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c
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γ′
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γ
α

β

α′
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β′

Figure 3 An illustration of the proof of Claim 2.1. The pseudocircles C and C′ are highlighted
blue and red, respectively. The pc-arcs A and A′ are emphasized.
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Next we explain how to transform A into another intersecting arrangement A′ by changing
the intersection pattern of pc-arcs within △ and △′. This transformation will ensure that
the touching graphs of A and A′ are identical and the arrangement A′ \ K will turn out to
be cylindrical.

In both triangles, △ and △′, we concentrate all crossings and touchings of each arc type
in a narrow region as depicted in Figure 4. For example, all the crossings of αβ pc-arcs are
in a region close to c and none of the crossings or touchings of these arcs is separated from c

by an arc of type αγ or βγ. This is done in a way such that for each type of pc-arcs the
arrangement of these arcs stays the same and all the endpoints of all pc-arcs stay at their
original position.

By applying Claim 2.1, one can check that this transformation preserves the crossing
and touching relations between any pair of pseudocircles. Hence we obtain again a valid
intersecting pseudocircle arrangement A′ with the same number of touchings.

c

a

b

β

α

γ

c

a

b

β

α

γ

Figure 4 Concentrate all crossings and touchings of one arc type in a narrow region. The
narrow regions are indicated by dashed rectangles.

Moreover, one can verify that A′ can always be drawn as in Figure 5 on a cylinder, so
that all pseudocircles except the three pseudocircles of K wrap around the cylinder. This
means that the following claim holds:

▶ Claim 2.2. The arrangement induced by A′ \ K is cylindrical.

Next we replace the three pseudocircles of K by six pseudocircles as illustrated in Figure 6,
so that the resulting arrangement A′′ is cylindrical. Each of the three touching points a, b, c in
K is replaced by two new touching points and altogether we obtain touchings a′, a′′, b′, b′′, c′, c′′.
Hence, when transforming A into A′′, the number of pseudocircles is increased by 3 and the
number of touchings is also increased by 3.

An intersecting arrangement of pseudoparabolas is a collection of infinite x-monotone
curves, called pseudoparabolas, where each two of them either have a single touching or
intersect in exactly two points where they cross. As every cylindrical pseudocircle arrangement
can be represented as an arrangement of pseudoparabolas and vice versa, Agarwal et al. [1]
proved the p2(A) ≤ 2n − 2 upper bound on the number of touchings in arrangements of
cylindrical intersecting arrangements by bounding the number of touchings in an intersecting
arrangement of pseudoparabolas. They show that their touching graph is planar and
bipartite [1, Theorem 2.4]. In fact, the drawing of A′′ in Figure 6 can be seen as an
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a b c

Figure 5 A cylindrical drawing of A′ \ K.

a′

a′′

b′

b′′

c′

c′′

Figure 6 Replace each of the three pseudocircles of K by two new pseudocircles so that the
entire arrangement is now cylindrical. On the left: the touching graph T (A′′) of the arrangement.

intersecting arrangement of pseudoparabolas. We review their proof to prove the following
claim.

▶ Claim 2.3. T (A′′) remains planar and bipartite after adding a certain edge.

Since T (A′′) remains planar and bipartite after adding an edge, and since planar bipartite
n-vertex graphs have at most 2n − 4 edges, we obtain

p2(A) + 3 = p2(A′′) ≤ 2(n + 3) − 5 =⇒ p2(A) ≤ 2n − 2.

This completes the sketch of the proof of Theorem 1.2.

3 Proof of Theorem 1.3

We denote by A6, A7, and A8 the three arrangements shown in Figure 7. These three
arrangements on 6, 7, and 8 pseudocircles, respectively, are digon- and touching-free and
contain 8, 10, and 11 triangles, respectively. In each of the three arrangements, there is a
pseudocircle C and four incident triangles which are alternatingly inside and outside of C in
the cyclic order around C. In fact, this alternation property holds for all pseudocircles of
these three arrangements.
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Figure 7 Digon- and touching-free intersecting arrangements of n = 6, 7, 8 pseudocircles with 8,
10, 11 triangles, respectively. Triangular cells are highlighted gray. [6, Fig. 2]

4 4

4 4

(a) (b)

Figure 8 Replacing one pseudocircle with the alternation property (i.e., four triangles on
alternating sides) by a particular arrangement of four pseudocircles.

To recursively construct An for n ≥ 9, we replace a pseudocircle C with the alternation
property from An−3 by a particular arrangement of four pseudocircles as depicted in Figure 8.

With this replacement we destroy 4 triangles incident to C in the original arrangement,
and in total the four new pseudocircles are incident to eight new triangles. Hence, we have
p3(An) = p3(An−3) + 4 = ⌈ 4

3 (n − 3)⌉ + 4 = ⌈ 4
3 n⌉.

Moreover, for each of the four new pseudocircles, there are four new triangles (among the
eight new triangles) that lie on alternating sides. This allow us to recurse by using one of
the four new pseudocircles in the role of C for the next iteration. This completes the proof.

It is worth noting that A6 can be created as illustrated in Figure 9 by extending the
Krupp arrangement of three pseudocircles, in which all cells are triangles.

Figure 9 Extending the Krupp arrangement (left) to the arrangement A6 (right).
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Abstract
Shortest path problems are among the fundamental problems in graph theory. The unweighted
single source shortest path problem (SSSP) in general graphs can be solved optimally with breadth
first search (BFS) in O(m + n) time. A disk graph D(S) is a graph that is defined on a set S of
sites, where each site s ∈ S has an associated radius rs. The vertex set of D(S) is S and two sites
s, t are connected by an edge st in D(S) if and only if ∥st∥ ≤ rs + rt, or equivalently, if the disks
induced by s and t intersect. In this paper, we use a proxy graph defined by Kaplan et al. to solve
the unweighted SSSP problem in disk graphs in O(n log2 n) time. This significantly improves the
previous best bound of O(n log7 nλ6(log n))[8, 9].

1 Introduction

The unweighted single source shortest path problem (SSSP) is a fundamental graph theoretic
problem. To be precise the problem is Given an unweighted graph G and a starting vertex v,
find the shortest path distances from s to all other vertices, together with a shortest path tree.
For a general graph with n vertices and m edges it is widely known that it can be optimally
solved by using BFS in O(m + n) time.

Given a set S of n point sites, where each site s ∈ S has an associated radius rs, the
disk graph is the intersection graph of the disks induced by these sites. To be precise, the
disk graph D(S) has a vertex for each site and an edge between two sites, if and only if
the associated disks intersect. While the input size for a general graph is m + n, the input
for problems on disk graphs consist of the sites and the associated radii and has size O(n).
Furthermore, as every complete graph can be realized as a disk graph, such a graph can have
Θ(n2) edges. Thus, explicitly constructing D(S) and running BFS on the resulting graph,
could lead to a O(n2) running time. This stands in contrast to the Ω(n log n) lower bound
for SSSP in disk graphs [1].

For unit disk graph, that is disk graphs where all sites have the same radius, there are
multiple algorithms that achieve the optimal O(n log n) running time by using the underlying
geometry [1, 2, 4]. On a very high level, these three algorithms all use a BFS in multiple
rounds, where in round i all sites with distance i + 1 to the starting vertex are discovered.
One should also mention the weighted case, where an edge uv is weighted with the Euclidean
distance ∥uv∥ between the sites. Here the currently best know algorithm by Wang and
Xue [11] achieves a running time of O(n log2 n) leaving an O(log n) gap to the lower bound.
Where the optimal algorithms in the unweighted case can be seen as variants of BFS, the
algorithm by Wang and Xue is based on Dijkstra’s algorithm. They use (semi-dynamic)
additively weighted nearest neighbor structures to identify a batch of edges that can be
relaxed.

For unit disk graphs, there also is a variety of related problems that was studied. When
considering the L1 metric, the unweighted algorithms can be easily adapted, while for the
weighted case there is a specialized optimal algorithm [12]. There is also the reverse version
of the problem, where the input is the length of a shortest path between two vertices, and one
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
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asks for the minimal radius of the disks, such that the shortest path has at least this length.
The problem was considered for the L1 and L2 metrics in the weighted and unweighted case.
In the L1 metric both variants can be solved in O(n log3 n) time, where in the L2 metric the
currently best know algorithm for the unweighted case takes O(n5/4 log7/4 n) time, where as
the weighted case can be solved in O(n5/4 log5/2 n) time [13].

For unweighted general disk graphs, the best known SSSP algorithm so far takes
O(n log7 nλ6(log n)) time [8, 9], where λ6 is the length of a Davenport-Schinzel sequence.
This algorithm directly implements a BFS by using repeated queries and deletions to a
dynamic additively weighted nearest neighbor data structures to discover new edges.

In this paper, we use a proxy graph developed in the context of dynamic connectivity
by Kaplan et al.[6] to perform a batched BFS on general disk graphs. We first compute
the proxy graph of Kaplan et al. and use it to batch together sites on which we perform
additively weighted nearest neighbor queries. By the choice of these batches, static additively
weighted nearest neighbor data structures suffices to find the relevant edges of the SSSP tree,
leading to the improved running time of O(n log2 n).

2 The Proxy Graph

We briefly describe the proxy graph as defined by Kaplan et al.[6]. This proxy graph will be
the base for our algorithm. We will focus our description on the parts of the proxy graph that
are relevant for the purposes of this paper. For the remaining details, refer to the original
paper. The proxy graph H is a bipartite graph on O(n) vertices and O(n log n) edges that
accurately represents the connectivity of a given disk graph. The vertex set consists of O(n)
region vertices in addition to one vertex for each site. Region vertices are used to represent
cliques and sites connected to these cliques in a sparse fashion.

The regions are defined on subsets of cells of an extended compressed quadtree Q on S.
The quadtree is extended to contain for each site s ∈ S the special cell σs with s ∈ σs and
|σs| ≤ rs ≤ 2|σs| and a constant sized neighborhood of σs of cells with the same size.

On the cells of Q, Kaplan et al. define a set of O(n) canonical paths, such that every path
starting at the root of Q can be uniquely represented by O(log n) disjoint canonical paths.1
Each canonical path can be interpreted as the union of cells from the hierarchical grid that
underlies the compressed quadtree.

For each canonical path with smallest cell σ and largest cell τ , a set of O(1) disjoint
regions is defined. One of these regions is a disk centered at the center of σ with radius |σ|.
For the remaining regions, let c1, c2 be constants and let Cc1 and Cc2 be two sets of c1 or c2
respectively cones that partition the plane and have their apex at the center of σ. Then
there are c2 regions that are the intersection of the cones in Cc2 with an annulus of inner
radius |σ| and outer radius 5

2 |σ| centered at the center of σ. Furthermore there are c1 regions
that are the intersection of the cones in Cc1 with an annulus of inner radius 5

2 |σ| and outer
radius 5

2 |σ|+ 2|τ |, see Figure 1.
To define the edges of the proxy graph, there are two sets S1(A) and S2(A) for each of

these regions defined as follows. A site t is in S1(A), if t ∈ A, |σ| ≤ rt ≤ 2|τ | and if the
distance from t to the center of σ is at most rt + 5

2 |σ|. Kaplan et al. show that when c1 and
c2 are chosen appropriately the induced disk graph on S1(A) forms a clique.

1 In the arXiv version of their paper[6], Kaplan et al. claim O(log2 n) canonical paths. They recently
improved this to O(log n), but the better bound is not published yet[7].



K. Klost 25:3

σ

|σ|

5
2 |σ|+ 2|τ |

5
2 |σ|

Figure 1 The regions in the plane

For s to lie in S2(A) for a region A, the region has to have been defined by a canonical
path that is part of the unique representation of the path from the root of the quadtree to
the special cell σs of s as defined above. Furthermore s has to intersect at least one site in
S1(A).

A region A is connected to a site s with an edge in the proxy graph, if and only if
s ∈ S1(A) ∪ S2(A). The set of all regions, together with the sets S1(A) and S2(A) can be
found in O(n log2 n) time (implied by Lemma 7.6 [6] and the improvement mentioned above).

We will need the following two properties of the proxy graph that Kaplan et al. did not
explicitly state. In the following, we assume the starting vertex s for the SSSP problem to
be fixed, and we denote by du the unweighted shortest path distance from s to a vertex u.

▶ Lemma 2.1. If u and v are connected to the same region vertex A in the proxy graph H,
then |du − dv| ≤ 3.

Proof. The proof is an extension of the proof of Kaplan et al. (Lemma 6.3, Lemma 7.3 [6])
which shows that u and v are connected in D(S), if they are connected to the same region
vertex. Similar to their argument, this proof is based on the fact, that all sites that lie in
the same set S1(A) form a clique (Lemma 6.2, Lemma 7.2 [6]). We consider three cases, see
Figure 2 for an illustration.

1. u, v ∈ S1(A) If both sites lie in S1(A), they are part of the same clique. Thus
|du − dv| ≤ 1.

2. u ∈ S1(A) and v ∈ S2(A), or u ∈ S2(A) and v ∈ S1(A) Without loss of generality,
let v ∈ S2(A). This implies by the definition of S2(A), that there is a site w ∈ S1(A) such
that v intersects w. Thus |dw−dv| ≤ 1. Furthermore w lies in the same clique as u, implying
that |du − dv| ≤ 2. The other case is symmetric.

3. u, v ∈ S2(A) Again by the definition of S2(A), we have sites w1, w2 ∈ S1(A) such that
u intersects w1 and v intersects w2. As w1 and w2 lie in the same clique, the path u, w1, w2, v

exists in D(S) and thus |du − dv| ≤ 3. ◀
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u

v

(a) Case 1: u, v ∈ S1(A)

u

v

w

(b) Case 2: v ∈ S1(A), u ∈ S2(A)

u

w2

w1

v

(c) Case 3: u, v ∈ S2(A)

Figure 2 Illustration of Lemma 2.1. The dashed lines correspond to the paths connecting u and
v in D(S)
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▶ Observation 2.2 (Follows from Lemma 7.3 in Kaplan et al.[6]). For every edge st ∈ D(S)
there is a region A such that sA ∈ H and At ∈ H.

3 Batched BFS

We efficiently implement a batched BFS on the proxy graph described in section 2. The
batched BFS follows a similar idea to that in the unweighted shortest paths algorithm for
unit disk graphs by Efrat et al.[4]. We first describe the algorithm and argue its correctness,
then we analyze the running time.

The algorithm works on the proxy graph H in up to n rounds. In round i it identifies
all sites with unweighted distance exactly i + 1 to the starting vertex s. During the
algorithm, we fill out a table dist[ ] for all v ∈ S and later show that dist[v] = dv. Let
Wi = {u ∈ S | dist[u] = i} be the set of all sites discovered in the previous round. We build
a static additively weighted nearest neighbor data structure (AWNN) on the sites in Wi,
where each site has weight −rs. Let Ai be the set of regions that are adjacent to at least
one site in Wi and let Ti be the set of all sites v adjacent to at least one region in Ai that
have dist[v] =∞. Then we query the AWNN one by one with the sites v ∈ Ti. Let u′ be the
result of the nearest neighbor query for a site v ∈ Ti. If ∥u′v∥ ≤ rv, we set dist[v] = i + 1
and add v to Wi+1. See Algorithm 1 for a pseudocode of the algorithm.

Algorithm 1 The batched BFS algorithm for general disk graphs (with starting vertex s)
1: Compute the proxy graph H

2: dist[v] =∞ ∀v ∈ S

3: dist[s] = 0
4: i = 0
5: W0 = {s}
6: while Wi ̸= ∅ do
7: Wi+1 ← ∅
8: Build AWNN on Wi with weights −rs

9: Ai ← {R | uR ∈ EH and u ∈Wi}
10: Ti ← {v | vR ∈ EH , R ∈ Ai and dist[v] =∞}
11: for v ∈ Ti do
12: u′ ← result of query of AWNN with v

13: if u′v is an edge in D(S) then
14: dist[v]← i + 1
15: Wi+1 ←Wi+1 ∪ {v}
16: i← i + 1

Before we analyze the running time of the algorithm, we argue it’s correctness.

▶ Lemma 3.1. Algorithm 1 correctly computes the unweighted single source shortest path
distances in a disk graph.

Proof. To be precise, we show that at the end of the algorithm, dist[v] = i if and only if
dv = i. First note, that once dist[v] is changed from ∞ for a site v ∈ S, it will never change
its value again. Now we can show the statement by induction. For i = 0 the statement holds
by the preprocessing step.

For arbitrary i we first show, that if dist[v] = i then dv = i. Assume for the sake of
contradiction that dist[v] = i but dv ̸= i. If dist[v] is set to i, this was done in iteration i− 1

EuroCG’22
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and only after a site u with dist[u] = i − 1 and uv ∈ D(S) was discovered. By induction
hypothesis, this implies that du = i − 1 and thus dv ≤ i. Now if dv = j < i, by induction
hypothesis, we would have already set dist[v] = j, a contradiction.

For the other direction, let π be a shortest s to v path in D(S) and let u be the predecessor
of v on this path. Then du = i− 1 and by induction hypothesis, dist[u] = du. This implies
that u ∈Wi−1 and thus u is contained in the AWNN in iteration i− 1.

At the beginning of iteration i−1 we have dist[v] =∞, as by the induction hypothesis only
the dist values of sites with dv ≤ i− 1 are set. As uv is an edge in D(S), by Observation 2.2
there is a region A such that vA and uA are edges in H. As u is incident to A, A ∈ Ai and
v ∈ Ti. Let u′ be the weighted nearest neighbor returned by the query with v. As uv is an
edge in D(S), we have ∥uv∥ ≤ ru + rv. Furthermore, as the query returned u′ it holds that
∥u′v∥− ru′ ≤ ∥uv∥− ru. Combining these two inequalities we get ∥u′v∥ ≤ ru′ + rv, implying
that u′v is also an edge in D(S). Thus dist[v] is set to i when the AWNN containing u is
considered, finishing the proof. ◀

▶ Lemma 3.2. Algorithm 1 has a running time of O(n log2 n).

Proof. The proxy graph can be build in O(n log2 n) time [6, 7]. Now we consider the running
time needed to preprocess the AWNN. As each site can only be in an AWNN in the iteration
after its dist[ ] value was set, each site is in at most one AWNN. An AWNN on m sites that
allows a query time of O(log m) can be build in O(m log m) time [3, 5, 10], summing up over
all AWNN gives a time of O(n log n) to build all AWNN.

Now consider the queries. By Lemma 2.1, the shortest path distances of sites that are
adjacent to the same region differ by at most 3. Thus each site can be contained in the set
Ti in at most 3 rounds. In each of these rounds, on query with a running time of O(log n)
is performed, for an overall O(n log n) query time. As the preprocessing time for the proxy
graph dominates, the lemma follows. ◀

▶ Theorem 3.3. Algorithm 1 correctly finds all unweighted single source shortest paths
distances in a disk graph in O(n log2 n) time.

Proof. The claim follows from Lemma 3.1 and Lemma 3.2. ◀

▶ Remark. The algorithm and all proofs can be straightforwardly extended to also produce
the SSSP tree, by setting appropriate pointers in line 14 of the pseudocode.

4 Conclusion

By using an approach that is more tailored towards disk graphs, we are able to significantly
improve the running time for solving the unweighted SSSP in general disk graphs. We
conjecture that our result carries over to the case of the L1-metric by slightly adapting the
definition of the regions and using a matching additively weighted nearest neighbor data
structure.

As the O(n log2 n) time bound is confided to the construction of the proxy graph, finding
a proxy graph that can be constructed in O(n log n) time and that satisfies Lemma 2.1 with
an arbitrary constant d and some variant of Observation 2.2 would give an optimal algorithm.

Acknowledgements: I would like to thank Wolfgang Mulzer for proofreading a first draft.
Special thanks goes to Günter Rote for pointing out how to confine the log n-factor to the
construction of the proxy graph.
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Abstract
An insertion method is proposed that leads to a simple and experimentally fast algorithm for
constructing the motorcycle graph of a planar polygon.

1 Introduction

In [1] the straight skeleton was introduced to computational geometry as a new skeletal
structure for polygons. In fact, the concept was already discussed as early as 1877 [11],
as an alternative to the medial axis of a polygon. Unlike the medial axis, the straight
skeleton is not (and cannot be, in a certain sense) defined via distances from the polygon
boundary, but rather results from moving inwards the polygon edges in a self-parallel way.
Thereby, the polygon undergoes certain combinatorial and topological changes: Edges might
shrink to length zero, and the polygon might even split multiple times. The vertices of the
shrinking polygon trace out a skeletal structure in the interior of the polygon that consists of
straight-line segments and is therefore called its straight skeleton.

The complexity of computing the straight skeleton mainly stems from the interaction of
the reflex vertices, which move at individual speeds during the shrinking process (depending
on the interior polygon angles), and are responsible for possible polygon splits. Eppstein et
al. abstracted this interaction into a separate problem and called it the motorcycle graph
problem in [6]. See Figure 1 and Figure 2 for examples. In its general form, n ’motorcycles’
start from n given points in the plane, at individual but constant velocities and in different
directions. Each motorcycle leaves a trace where other motorcycles, when happening to run
into it, crash and stop their travel. The union of the traces of all motorcycles constitutes the
so-called motorcycle graph.

Over the years, various methods for computing both the straight skeleton and the
motorcycle graph have been proposed; see e.g. [3, 4, 6, 10]. Notably, most known fast
(i.e., subquadratic) straight skeleton algorithms build upon precomputing the motorcycle
graph. They typically simulate the behaviour of the motorcycles over time, handling all
motorcycles simultaneously and in chronological order—the simplest algorithm just computing
all intersections between traces and placing them in a priority queue ordered by time.

In the present note we deviate from this pattern and apply randomized insertion to the
motorcycles. A simple and practical algorithm is obtained, and our empirical results indicate
competitiveness to other implemented algorithms like in [8].

∗ Supported by Project I 5270-N, Austrian Science Fund (FWF).
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Figure 1 Straight skeleton of a polygon.
The dashed polygon offsets indicate its shrink-
ing process.

w1

w2m1

m2

Figure 2 The corresponding motorcycle
graph is defined by two motorcycles m1 and
m2 that start at the reflex vertices w1 and
w2, respectively.

2 Motorcycle Insertion

Let P be a simple polygon with n vertices, and denote with W = {w1, . . . , wr} the set of its
r < n reflex vertices, in an arbitrary but fixed order. During the shrinking process, where
each edge of P is assumed to move inwards at unit speed, a reflex vertex wi ∈ W moves
at speed 1

sinα/2 , where α is the interior angle of P at wi. Note that wi moves along the
angle bisector of α and thus has a straight trajectory. We associate with wi a motorcycle mi,
which starts at wi and drives with its speed and direction, leaving behind a straight trace.
We say that a motorcycle mi crashes when it runs into the trace of another motorcycle or
when it hits the boundary of P. Our interest is in the resulting motorcycle graph for P.

For a subset Wk = {w1, . . . wk} of reflex vertices of P, let us denote with M(Wk) the
resulting partial motorcycle graph, where only the motorcycles associated with vertices in
Wk move. We now investigate what happens when we ‘insert’ the next motorcycle, mk+1,
and howM(Wk) has to be updated to obtainM(Wk+1).

In the simplest case we haveM(Wk) ⊂M(Wk+1), that is, the structure ofM(Wk) does
not change, because mk+1 either crashes at the boundary of P, or at some edge ofM(Wk)
whose associated motorcycle mj , j ≤ k, has reached the crossing point first. If, however,
mk+1 is the motorcycle which reaches there first (let us denote the respective point with q),
then there are potentially significant structural changes fromM(Wk) toM(Wk+1) that need
to be incorporated.

In the latter case, up to the time t when mk+1 reaches the point q, all crashes that happen
inM(Wk) obviously also happen inM(Wk+1). Thus, up to that time the graphsM(Wk)
andM(Wk+1) are structurally identical, apart from the trace of mk+1.

Let us assume thatM(Wk) has already been constructed. To compute the changes from
M(Wk) toM(Wk+1), we adapt the motorcycle graph algorithm introduced by Cheng and
Vigneron in [4]. They use a certain partition of the plane to keep track of the motorcycles
over time, and search for crashes of motorcycles only within the cells of the partition. Their
algorithm has three kinds of events: boundary events where a motorcycle crashes into the
boundary of P , collision events when a motorcycle runs into the trace of another motorcycle,
and switch events when a motorcycle crosses over some cell boundary into the next cell.

In contrast to [4], we simply use the already available partial motorcycle graphM(Wk)
as the underlying partition of P, and limit the events to those needed to compute the
changes from M(Wk) to M(Wk+1). This simplifies the algorithm and gives hope for a



F. Aurenhammer and M. Steinkogler 26:3

speed-up. We keep the necessary events in a time-ordered queue Q. Also, for each cell C of
M(Wk) we maintain a set A(C) of active motorcycles, i.e., those that are currently passing,
or have already passed, through C. Finally, for each motorcycle m we keep its current
death time d(m), that is, the time when m crashes in the motorcycle graph constructed so
far. Note that the edges ofM(Wk) act as both cell boundaries and motorcycle traces, so
collision and switch events can happen at the same time. In such a case the collision event is
processed first.

We start our event handling algorithm with only one moving motorcycle, mk+1. We
initialize Q with a switch event for mk+1 at time 0, set d(mk+1) =∞, and put A(C) = ∅ for
all cells C ofM(Wk). As long as Q contains events, we remove the next event and process
it as is described below.

2.1 Event handling
Boundary event of motorcycle m at time t. If m is alive at time t, that is, if d(m) ≥ t, then

we report the motorcycle edge wq, where w is the reflex vertex that m started from, and
q is the point where m hits the polygon boundary. In addition, we put d(m) = t. If m
was already dead at time t there is nothing to do.

Collision event of motorcycle m at time t, with the trace of motorcycle m′ at point q. Let m′

reach q at time t′, and observe that t′ < t has to hold, because the collision event would
not affect m otherwise. If d(m) < t or d(m′) < t′, then there is nothing to do: Either
both motorcycles crashed already, or m can just drive on. If both motorcycles are alive
when they reach q, then m crashes at q, and we report the (now shortened) motorcycle
edge wq and set d(m) = t. If m 6= mk+1 (that is, if m ∈Wk), then we additionally need
to activate all motorcycles m̃ that got blocked by m (after m passed q) and that have
d(m̃) > t. See Figures 3 and 4 for illustrations. For all such motorcycles m̃ we do the
following: Put d(m̃) =∞, and insert into Q a switch event of m̃ crossing the edge defined
by m to reach the next cell, say C ′. (This switch event will then add m̃ to A(C ′).)

Switch event of motorcycle m at time t, from cell C to cell C ′ at q. Let e be the edge of
C that q lies on. This edge e stems from some motorcycle mj for some j ≤ k. If m
has crashed already then there is nothing to do, so let us suppose d(m) > t. Then m
drives on to C ′ (the collision event with mj was already handled and would have caused
d(m) ≤ t, otherwise), so we add m to A(C ′), compute collision events of m with all other
motorcycles in A(C ′) (in a straight-forward manner), and determine the next switch
event in case m leaves C ′. All these events are inserted into Q.

2.2 Correctness
Correctness of our approach mainly follows from the correctness of the Cheng-Vigneron
algorithm [4]. The only difference is that our algorithm avoids creating and processing certain
events becauseM(Wk) is used as the underlying polygon partition.

Consider all collision events for the motorcycle graphM(Wk), as well as all the switch
events for the motorcycles m1. . . . ,mk+1. These events are precomputed in [4], as opposed to
our on-demand approach. Our algorithm processes the same events, except that we need not
process the collision events forM(Wk) because we already know the result of these events
(namely,M(Wk) itself)—if these events are relevant at all (motorcycles may crash earlier in
M(Wk+1)). Also, computing switch events on demand—when a motorcycle enters a new
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w1

w2

w3

w4

Figure 3 Partial motorcycle graph before
the insertion of motorcycle m4.

w1

w2

w3

w4

Figure 4 Insertion of m4 makes m1 crash.
This activates m3 which is now blocking m2.

cell—for mk+1 and for the unblocked motorcycles ofM(Wk) changes neither the events nor
their processing. Thus, our algorithm and the algorithm of [4] produce the same result.

2.3 Partition representation

After processing all the events caused by the insertion of the motorcycle mk+1, we have to
update the polygonal partition given by M(Wk). When a new motorcycle graph edge is
reported (in a boundary event or in a collision event) then the respective cell of the partition
needs to be split into two cells. Also, when a motorcycle gets blocked and its motorcycle
graph edge gets shortened (in a collision event) then the respective two cells per motorcycle
have to be merged into one cell. Figure 5 gives an illustration. In addition, in order to
determine switch events and boundary events, ray shooting queries in the interior of cells
have to be performed. Finally, to get started at all, we need to locate the cell that mk+1
starts from.

If we aim for a theoretically efficient algorithm, the data structure of Goodrich and
Tamassia [7] is the right choice. They organize a polygonal partition of the plane into an
O(n)-space dynamic data structure that supports insertion and deletion of edges, as well as
point location and ray shooting queries, in O(log2 n) time. From the practical point of view,
assuming that cell sizes will decrease quickly with progressing motorcycle insertion, it may
suffice to storeM(Wk) in a doubly-connected edge list data structure, and to simply scan
cell boundaries to perform the necessary operations.

w1

w2C2

C1

(a) Before inserting m2.

w1

w2Ĉ2

Ĉ1

Ĉ3

Ĉ4

(b) C1 and C2 are split.

w1

w2C̃2

C̃1
C̃3

(c) Ĉ3 and Ĉ4 are merged.

Figure 5 Updating the cell structure of the motorcycle graph.
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Figure 6 The insertion of one motorcycle
can block all the others.

Figure 7 Polygon with Θ(n2) motorcycle
intersections.

Figure 8 Polygon angles can be adjusted such that removal of any of the Θ(n) blue motorcycles
unblocks its associated red motorcycle, which in turn blocks the Θ(n) green motorcycles.

3 Complexity Considerations

Insertion strategies commonly suffer from the fact that a single insertion step can be costly.
So does ours, where the insertion of a single motorcycle mk+1 can cause Θ(k) structural
changes in the graphM(Wk). The polygon in Figure 6 is an example, when we insert the
motorcycle starting from the bottommost reflex vertex in the end. Even worse, there are
n-vertex polygons where the insertion of any motorcycle out of a set of size Θ(n) leads to a
structural change of complexity Θ(n); see the construction in Figure 8. This buries the hope
of proving a randomized insertion strategy efficient by means of backwards analysis [9]. On
the other hand, experiments indicate that randomized insertion is efficient in our case when
summing up over all insertion steps, and leads to a favorable runtime.

To test the performance of our algorithm in practice, we counted the total number of
structural changes in the motorcycle graph during the randomized incremental construction.
Both generic random polygons (provided by the Salzburg Database of Geometric Inputs [5])
and specifically designed polygons were used. Interestingly, the number of structural changes
per insertion step can on average be bounded by a very small constant. For example, none of
the tested polygons from the Salzburg dataset with up to 50.000 reflex vertices caused more
than 3 structural changes per motorcycle insertion on average. See Figures 9 and 10. Among
our many specifically designed polygons are the types as shown in Figures 7 and 8. The
latter exhibited the worst behavior, but still with less than 7 structural changes on average;
see Figure 11.

In summary, the insertion strategy enables a quick and simple construction of motorcycle
graphs in practice. Together with the simple motorcycle-graph-based skeleton merging
algorithm in [2], we obtain a new practical method for computing straight skeletons.
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Figure 9 Average number of motorcycle graph edges that changed per insertion step. (For
polygons from [5] with up to 7000 reflex vertices).

Figure 10 Average number of changing motorcycle graph edges per insertion step, for larger
polygons from [5].



F. Aurenhammer and M. Steinkogler 26:7

Figure 11 Average number of changing motorcycle graph edges per insertion step, for specifically
constructed polygons.
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Abstract
We consider the problem of the convex hull computation of a plane parametric curve on a given
interval, over which the image of the parametrization is a compact subset of R2. We design an exact
and complete algorithm that computes a boundary description of the convex hull, as a sequence of
line segments connecting two points on the curve and parametric arcs, all of them described by the
parameters of their endpoints. When the parametrization involves polynomials of degree at most d
and maximum bitsize of coefficients τ , we employ randomized algorithms for polynomial system
solving and we achieve an expected complexity of ÕB(d9 + d8τ).

1 Introduction

Convex hull computation is one of the fundamental problems of computational geometry;
given a set of geometric objects in Rd, one is interested in the minimal convex set that
includes all of them. Convex objects facilitate taking geometric decisions, such as intersection.
For example, interference tests among two non-convex objects can examine the relative
position of their convex hulls at a preprocessing step; when the convex hulls do not intersect,
the objects do not intersect. Thus, there exist direct applications in motion planning [20, 19],
computer vision [11] or in geometric modelling systems [5, 9].

Convex hulls of linear objects are well-studied in literature [4]. We focus on non-linear
convex hulls, and in particular on the convex hull of plane curves; there exist several
algorithms (e.g. [12, 10, 14, 7, 1, 16, 8]) that perform even an optimal number of arithmetic
operations. However, precise bit-complexity estimates lack from literature and the required
predicates involve expensive algebraic operations.

We design an algorithm that computes a boundary description of the convex hull of
a parametric curve in R2. Let φ(t) =

(
φ1(t), φ2(t)

)
=
(p1(t)
q1(t) ,

p2(t)
q2(t)

)
, where pi, qi ∈ Z[t] for

i = 1, 2, be a rational parametrization of a real algebraic curve C. We consider I ⊆ R, for
whom φ(I) is a compact subset of R2. We denote by conv(φ(I)) the convex hull of φ(I), i.e.,
the set

conv(φ(I)) = {p ∈ R2 | p =
k∑

i=1
λiφ(ti) for ti ∈ I, λi ∈ R+ with

k∑

i=1
λi = 1, k ∈ Z}.
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The boundary of the convex hull consists of a combination of smooth curved arcs and
segments joining two points on the curve.

We follow closely the algorithm presented in [14]; it was designed for plane curves given in
implicit form by an irreducible polynomial. We adapt it to the parametric case. We assume
that the parametrization φ is proper, i.e., it is injective for almost all points on C [17, Ch. 4].
If it is not proper, reparametrization algorithms do exist, e.g. [15] (see [13] for an analysis of
its complexity). We assume also that it is in reduced form, i.e., gcd(pi(t), qi(t)) = 1, i = 1, 2.

Before introducing the theorem that summarizes our contribution, we fix the following
notation: For a polynomial f ∈ Z[x], we call bitsize the logarithm (of base 2) of its infinity
norm, that is equal to the logarithm of the maximum absolute value of its coefficients. A
univariate polynomial is of size (d, τ) when its degree is at most d and has bitsize τ . The
bitsize of a rational function is the maximum of the bitsizes of the numerator and the
denominator. We denote by O, resp. OB , the arithmetic, resp. bit, complexity and we use
Õ, resp. ÕB , to ignore (poly-)logarithmic factors.

I Theorem 1.1. Let C be a curve with a proper parametrization φ(t) ∈ Z2(t), of size (d, τ),
that is also in reduced form. Let I ⊂ R such that φ(I) is compact in R2. There exists a
Las-Vegas algorithm to compute the convex hull of φ(I) in ÕB(d9 + d8τ) expected complexity.
The output of the algorithm is an ordered list L of parameter intervals and the corresponding
parametrizations; the image of the interval over the parametrization is a parametric arc or a
segment on the boundary of conv(φ(I)) in a CCW traversal:

L = {{I1, ψ1}, . . . , {IN , ψN}}, (1)

where Ii are bounded intervals of R (except from at most one Ii which may be of the form
(−∞, a] ∪ [b,+∞)) and ψi : R 99K C2 is either the parametrization φ or the parametrization
of the segment with endpoints the image of the boundary points of Ii, and N ∈ O(d).

The parameters that correspond to the endpoints of the segments and the curve branches on
the boundary of the convex hull are algebraic numbers. We represent an algebraic number
α ∈ R by the isolating interval representation. When α ∈ R, it includes a square-free
polynomial which vanishes at α and a (rational) interval containing α and no other root
of this polynomial. We also note that for φ(I) to be compact, I has to be either a union
of closed intervals not containing any poles of φ (i.e., roots of q1(t), or q2(t)) or a union
of such closed intervals and intervals of the form (−∞, a], [a′,+∞), for a ≤ a′, a, a′ ∈ R,
where limt→−∞ φ(t) = limt→+∞ φ(t) < ∞. Throughout our manuscript, we assume that
the boundary of I, which we denote by bd(I), consists of a constant number of points
{a1, . . . , ak}, where k ∈ N is a small constant and all the ai’s are rationals of bitsize O(1).

2 Algorithm description

We sketch the different steps of our algorithm, which are also summarized in Fig.2.

I Definition 2.1 (Types of line segments). We distinguish the following types of line segments
(I-IV) on the boundary of conv(φ(I)) according to the ‘character’ of their endpoints:
I. tangent segments: segments on the common tangent line of two or more points of φ(I).
II. cusp-cusp segments: segments whose endpoints are both cusps.
III. cusp-curve segments: segments connecting a cusp and a point on the curve (not cusp),

lying on the latter point’s tangent line.
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(a) (b) (c)

Figure 1 Segments of type (a) I, (b) II and (c) IV (in blue).

IV. endpoint segments: segments connecting a point corresponding to a parameter on bd(I)
and a point on the curve that is a cusp, or it lies on the latter point’s tangent line, or its
corresponding parameter is also in bd(I).

The first step is to compute the set S of all segments of the types of Def. 2.1 (see Fig.1).
However, not all of them are on the boundary of conv(φ(I)). At the second step, we refine S
so that it contains only the segments that are on the boundary of the convex hull. Let S̃ be
this set of segments. The last step consists of computing a description of the convex hull’s
boundary through a “carrier polygon approach”; the carrier polygon is a convex polygon
contained in conv(φ(I)), whose edges are in 1− 1 correspondence with the segments or the
curved arcs on the boundary of the convex hull. Finding this polygon essentially allows to
describe the boundary of the convex hull through a sequence of segments and curved arcs.

Figure 2 Summary of the algorithm.

Step 1: Computation. Each segment is determined by two parameter values, say a and b,
such that φ(a) and φ(b) are the segment’s endpoints respectively. We find the parameters
that correspond to each type of segments by solving a polynomial system.

For tangent segments (type I) we consider the dual curve C∗ of C, which is in rational
parametric form φ∗ ∈ Z2(t) with polynomials of size (d, d + τ) [18, Sect.1.2.1], directly
computable from the input parametrization. We compute the parameters that correspond to
multiple points on C∗ and then identify the ones that correspond to the same point on C∗.
For any two such parameters s 6= t such that φ∗(s) = φ∗(t), the tangent line to C at φ(s)
and φ(t) coincides. To find the multiple points of C∗, given its parametrization φ∗, we solve
a bivariate polynomial system (see [13] for details).

For segments of type II, we consider the polynomials hi(t) = φ′i(t)q2
i (t) for i = 1, 2. A

parameter that gives a cusp of C is a root of h2
1(t) + h2

2(t) = 0 [13, Lem. 4.1].
For segments of type III, by vector orthogonality, the parameters s that give points on

C whose tangents pass from φ(t) satisfy the equation 〈φ(t)− φ(s), (−φ′2(s), φ′1(s))〉 = 0. We
denote by H(s, t) the polynomial that occurs after clearing denominators in the previous
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equation. The system that we need to solve is {h2
1(t) + h2

2(t) = H(s, t) = 0}. For a ∈ bd(I)
let Ha(s) = H(s, a).

We find the segments of type IV by solving Ha(s) = 0, for every a ∈ bd(I), and by
considering all the pairs of parameters in bd(I). It holds that |S| ∈ O(d2).

Step 2: Refinement. Among the segments that we found in Step 1, we keep the ones that
contribute to the boundary of the convex hull. Let (s, t) a pair of parameters corresponding
to a segment in S. We consider the implicit equation of the line that passes through φ(s), φ(t),
say `s,t(x, y) = 0 with `s,t ∈ (Q(s, t))[x, y]. The segment with endpoints φ(s), φ(t) is on the
boundary of conv(φ(I)) if and only if `s,t(φ(λ)) ≥ 0, for all λ ∈ I (see Fig.3). Let S̃ ⊂ S the
elements of S that satisfy this condition. We describe the general procedure of refining S:
the pairs of parameters corresponding to segments of a certain type (Def.2.1) are solutions
of a polynomial system of the form {F1(s, t) = F2(s, t) = 0}. Let L(s, t, λ) denote `s,t(φ(λ))
when considered as a polynomial in Q[s, t, λ] (after clearing denominators). We find the
isolated roots of the system {F1(s, t) = F2(s, t) = L(s, t, λ) = 0}. Then, for every pair (s0, t0)
corresponding to a segment (and so F1(s0, t0) = F2(s0, t0) = 0), we can determine the sign of
L(s0, t0, λ) over I. L(s0, t0, λ) being sign-invariant in I geometrically means that φ(I) does
not cross the line `s0,t0(x, y) = 0 and therefore the segment with endpoints φ(s0), φ(t0) is on
the boundary of conv(φ(I)). We can prove that |S̃| ∈ O(d), since, eventhough there exist
O(d2) tangent segments, only O(d) are on the boundary of the convex hull [8].

φ( )

Figure 3 A candidate segment φ(s)φ(t) is on the boundary of conv(φ(I)) if and only if
`s,t(φ1(λ), φ2(λ)) ≥ 0 for all λ ∈ I.

Step 3: Description. We describe the boundary of conv(φ(I)) by means of an ordered
sequence of arcs of the curve and segments joining two points on the curve. The convex
hull of the segments in S̃, which are on the boundary of the convex hull of φ(I), defines a
polygon Pc, which we call carrier polygon, and is contained in conv(φ(I)) (see Fig.4). Every
segment of S̃ is an edge on the boundary of Pc. Every edge of Pc that is not a segment in
S̃ corresponds to an arc of the curve. To describe of the boundary of conv(φ(I)), first, we
order the vertices of Pc in a clockwise or counter-clockwise order. Then, for the edges of Pc
that correspond to an arc of C, we find the associated parameter interval J for whom φ(J)
gives the arc. This is a delicate algebraic operation whose implementation is described in
detail in the proof of Lem. 3.2 which can be found in the appendix.

Figure 4 A curve and its carrier polygon (in blue)
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(a) (b) (c) (d)

Figure 5 The graph of the curve
(−t2+1

t2+1 ,
−8t(t2−1)(t4−6t2+1)

t8+4t6+6t4+4t2+1

)
and the three steps of the algorithm.

3 Complexity Analysis: Sketch of the proof of Theorem 1.1

The first two steps of the algorithm dominate the complexity. As we demonstrated in
the previous section, these two steps amount to solving polynomial systems of the form
{F1(s, t) = F2(s, t) = L(s, t, λ) = 0}. The systems are not always zero-dimensional, which
means that they may have infinitely many solutions. Nevertheless, the solutions (s, t) of
{F1(s, t) = F2(s, t) = 0} that corresspond to a segment on the curve, extend to isolated
solutions of the system. For each type of segments, the specialization of the system {F1(s, t) =
F2(s, t) = L(s, t, λ) = 0} has a"special structure" that enables to extract the isolated roots
easily. We will employ the Las-Vegas algorithm of [3] for isolating the roots of the occuring
zero-dimensional systems in ÕB(d9 + d8τ) expected complexity.

We exploit the fact that when one of the endpoints corresponds to a smooth point on the
curve, the equation of the line containing the segment, coincides with the tangent line to
this point. Then, the polynomial that expresses the intersection of the line with the curve
depends only on two parameters s and λ. Therefore, the system corresponding to segments
of type I, is of the form {F1(s, t) = F2(s, t) = L(s, λ) = 0}. To find its isolated solutions,
we compute R(s) := rest(F1(s, t), F2(s, t)) and consider the system {R(s) = L(s, λ) = 0}.
The triangular structure of this system makes it then easy to extract its isolated solutions
through gcd computations: Let L(s, λ) = lD(s)λD + · · ·+ l1(s)λ+ l0(s), where D = O(d).
We compute the gcd of lD(s), . . . , l0(s), say g(s), in ÕB(d3 + d2τ) in worst case [13, Lem. 2].
Then we compute the gcd of R(s) and g(s) in ÕB(d5 + d4τ) [2, Lem. 4]. The gcd free part of
R, say R̃, has bitsize Õ(d2 + dτ) and is computed in the same complexity [2, Lem. 4]. The
system {R̃(s) = L(s, λ) = 0} is zero-dimensional and its solutions are the isolated solutions of
{R(s) = L(s, λ) = 0}. Isolating intervals for the roots of this system and the corresponding
multiplicities are computed in ÕB(d6 + d5τ) [6, Thm. 2].

For segments of type II we have the system {h2
1(s)+h2

2(s) = h2
1(t)+h2

2(t) = L(s, t, λ) = 0}.
To keep only the zero-dimensional part of the solutions, we work as follows: Let L(s, t, λ) =
lD(s, t)λD+· · ·+l1(s, t)λ+l0(s, t), where D = O(d). Then, let Ri(s) := rest(li(s, t), h2

1(t, t)+
h2

2(t, t)), i = 1, . . . , D. Since the polynomial L(s, t, λ) is symmetric with respect to s and t,
the polynomials li(s, t) are also symmetric and thus, ress(li(s, t), h2

1(s, s) + h2
2(s, s)) = Ri(t).

We compute the gcd of R0(s), . . . , RD(s) in ÕB(d7 + d6τ) [13, Lem. 2] and then the gcd
of the latter with h2

1(s, s) + h2
2(s, s) in ÕB(d3τ) [2, Lem. 4]. Let h̃(s) the gcd-free part of

h2
1(s, s) + h2

2(s, s). Then, the system {h̃(s) = h̃(t) = L(s, t, λ) = 0} is zero-dimensional and
gives the isolated solutions of the initial system. We isolate its roots using [3] in ÕB(d9 +d8τ).

Segments of type III can be treated similarly as segments of type I. For segments of type
IV, there is no computational difficulty. We arrive to the following:
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(a) (b)

Figure 6 Output of our implementation for the parametric curves
(a)
(−7t4+22t3−55t2−94t+87

−56t4−62t2+97t−73 , −4t4−83t3−10t2+62t−82
−56t4−62t2+97t−73

)
and (b)

(−3t2+1
(t2+1)2 ,

−3t2+1)t

(t2+1)2

)
.

I Lemma 3.1 (Bit-complexity of steps 1-2). We compute the set S̃ of the pairs of parameters
that give the segments on the boundary of the convex hull in ÕB(d9 +d8τ) expected complexity.

The computational requirement of the third step of the algorithm, is sorting of the
coordinates of the endpoints of the segments on the boundary of the convex hull and of the
parameters that give these points. We give more details in the Appendix.

I Lemma 3.2 (Bit-complexity of Step 3 ). Given the set of segments S̃ on the boundary of
the convex hull, Step 3 computes a description of it in ÕB(d6τ).

4 Conclusion: Future work and Implementation

In the full version of this manuscript (which will be available online soon), we give details
on our implementation of the algorithm (Fig.6) and we also compute the diameter of the
convex hull and approximate its area with no additional cost. We are currently working
on improving the complexity of solving a zero-dimensional polynomial system of the form
{F1(s) = F2(t) = L(s, t, λ)}, which is dominant, using amortized complexity bounds.
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Abstract

For a given set of points U on a sphere S, the order k spherical Voronoi diagram SVk(U) decomposes
the surface of S into regions whose points have the same k nearest points of U . We study properties
for SVk(U), using different tools: the geometry of the sphere, a labeling for the edges of SVk(U),
and the inversion transformation. Hyeon-Suk Na, Chung-Nim Lee, and Otfried Cheong (Comput.
Geom., 2002) applied inversions to construct SV1(U). We generalize their construction for spherical
Voronoi diagrams from order 1 to any order k. We use that construction to prove formulas for the
numbers of vertices, edges, and faces in SVk(U). Among the properties of SVk(U), we also show
that SVk(U) has a small orientable cycle double cover.

1 Introduction

Let U be a set of n points on a sphere S ⊂ R3 such that no three of them lie in the same
great circumference and no four of them are cocircular, i.e. U is in general position, and let
1 ≤ k ≤ n − 1 be an integer. The order k spherical Voronoi diagram SVk(U) decomposes
the surface of S into regions whose points have the same k nearest points of U . Then, each
of these regions is a face f(Pk) of SVk(U) associated with a subset Pk ⊂ U of size k: Each
point in the interior of f(Pk) has Pk as its k nearest neighbors from U .

Many researchers studied the nearest (k = 1) and the farthest (k = n − 1) spherical
Voronoi diagrams [2, 11, 10]. For these two diagrams it was seen that practically all algorithms
in the plane can be adapted to the sphere. Spherical Voronoi diagrams of order different from
k = 1 and k = n − 1 have barely been studied. In this work we deepen in these diagrams and
the properties and algorithms that we present are for Voronoi diagrams of arbitrary order k

on the sphere. This abstract summarizes our main results on SVk(U); we refer the reader to
the thesis of the second author [5] for more details and more properties. One of the most
important tools that we use in our proofs is an edge labeling. This labeling is an extension
to the sphere of the already defined edge labeling for Voronoi diagrams in the plane [4]. An
edge that delimits a face of SVk(U) is a spherical segment of the perpendicular bisector (on
the sphere) of two points i and j of U . This observation induces a natural labeling of the
edges of SVk(U) with the following rule:

• Edge rule: An edge of SVk(U) which belongs to the perpendicular bisector of points
i, j ∈ U has labels i and j, where we put the label i on the side (half-sphere) of the edge
that contains point i and we put label j on the other side. See Figure 1.
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29:2 Voronoi Diagrams on the sphere

Also, from this rule, we deduce two more rules of the labeling of SVk(U): one rule for
the vertices and one rule for the faces. Vertices can be of type I, if they are centers of circles
on the sphere passing through three points of U and enclosing k − 1 points of U , or type II,
if they are centers of circles on the sphere passing through three points of U and enclosing
k − 2 points of U . In the literature, vertices of type I (type II) are also called new (old) [7].

• Vertex rule: Let v be a vertex of SVk(U) and let {i, j, ℓ} ⊂ U be the set of labels of
the edges incident to v. The cyclic order of the labels of the edges around v is i, i, j, j, ℓ, ℓ if
v is of type I, and it is i, j, ℓ, i, j, ℓ if v is of type II.

• Face rule: In each face of SVk(U), the edges that have the same label i are consecutive,
and these labels i are either all in the interior of the face, or are all in the exterior of the face.
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Figure 1 The edge labeling of SV2(U) for a set U of ten points {0, 1, . . . , 9} in general position
(the visible ones are drawn in green color). Vertices of type I are drawn in blue, and vertices of type
II in red.

Note that when walking along the boundary of a face, in its interior (exterior), a change
in the labels of its edges appears whenever we reach a vertex of type II (type I), see Figure 1.

From this edge labeling, we observe that edges with same label i always form a cycle in
SVk(i); see Figure 2. These edges with the same label i enclose a region Rk(i) that consists
of all the points of the sphere that have point i ∈ U as one of their k nearest neighbors from
U . We observe that R1(i) is contained in the kernel of this star-shaped set Rk(i), and we
identify the reflex (convex) vertices on the boundary Bk(i) of Rk(i) as vertices of type II
(type I). See [4, 5] for details.

A cycle double cover [6] of a graph G is a collection of cycles C such that every edge of G

belongs to precisely two cycles of C. A double cover C is orientable if an orientation can be
assigned to each element of C such that for every edge e of G, the two cycles that cover e are
oriented in opposite directions.

Much research was done on finding small cycle double covers for several classes of graphs,
see for instance [1, 12]. We show that every higher-order Voronoi diagram on the sphere
admits an orientable double cover of its edges, using, precisely, the n cycles Bk(i) in for
i = 1, . . . , n. We refer to [4] for related results on double covers of the edges of higher order
Voronoi diagrams in the plane.

As one of our main results, we generalize to any order the construction of spherical
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Figure 2 SV2(U) for the point set U of Figure 1; in each face, its two nearest neighbors are
indicated. In yellow, the region R2(1) formed by all the faces of SV2(U) that have point 1 as one of
their two nearest neighbors. The boundary B2(1) of R2(1) is formed by all the edges which have the
label 1 and this label is always inside R2(1). The boundary vertices of R2(1) with an incident edge
lying in the interior of R2(1) are of type II in SV2(U) and the remaining boundary vertices are of
type I in SV2(U).

Voronoi diagrams defined by Hyeon-Suk Na, Chung-Nim Lee and Otfried Cheong [11], using
precisely the regions Rk(i) and the inversion transformation. Inversions for Voronoi diagrams
were already applied in the classical work of Brown [2, 3]. In [11], SV1(U) is computed from
two planar Voronoi diagrams after applying inversions to map U to the plane; two different
inversion centers are used. In [11] it is also shown that SV1(U) is homeomorphic to the union
of a nearest and a farthest Voronoi diagram, when glued together. We generalize this to
SVk(U) being homeomorphic to the union of a planar Voronoi diagram of order k, and one
planar Voronoi diagram of order n − k. Furthermore, these diagrams are linked via Rk(i) in
SVk(U ∪ {i}), with i the center of inversion, where the unbounded edges in the two planar
Voronoi diagrams correspond to edges of SVk(U) intersected by Bk(i). We further derive
formulas for the numbers of vertices, edges and faces of SVk(U). The proof is based on the
construction of SVk(U). Surprisingly, the obtained formulas seem to be new. We also obtain
formulas for the number of vertices of type I and for the number of vertices of type II in
SVk(U). The proof of Theorem 3.2 is omitted in this abstract, but also see [5].

2 Properties of SVk(U)

▶ Property 2.1. Let u∗ be the antipodal point of a point u on a sphere S. Then SVk(U) =
SVn−k(U∗), where U∗ = {u∗|u ∈ U}.

The proof of this property is essentially the same as the one for the case k = 1 given in [2, 11].

Proof. The spherical distance for points x, y ∈ S is d(x, y) = πr − d(x, y∗) where r is the
radius of the sphere. It follows that the k nearest neighbors of a point x must be the k farthest
neighbors of x∗. Therefore, x ∈ f(Pk) if and only x ∈ f(U∗ \ P ∗

k ) where P ∗
k = {p∗|p ∈ Pk},

and the property follows. ◀
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▶ Property 2.2. Let v be a vertex of type I of SVk(U). Then v∗ is a vertex of type II of
SVn−k(U). Similarly, if v is a vertex of type II of SVk(U) then v∗ is a vertex of type I of
SVn−k(U). See Figure 3.

Proof. If v is a vertex of type I of SVk(U), then it is the center of a disk D that passes
through three points of U and contains (k − 1) points of U . From this, by the geometry of
the sphere S, the remaining (n − k − 2) points are contained in the complementary disk S \ D

whose center is v∗. Therefore, v∗ must be a vertex of type II of SVn−k(U). The symmetric
argument works for v of type II. ◀

a a∗

b b∗
c c∗

d d∗

e e∗

f f∗
g g∗

h h∗

i i∗

j j∗

k k∗

l l∗

m m∗

n n∗
o∗o

p
p∗

q q∗

Figure 3 Two complementary Voronoi diagrams on an sphere SVk(U) and SVn−k(U), showing
the homothetic relation between them and their corresponding antipodal points types. Type I
vertices are blue and type II vertices are red.

▶ Property 2.3. Let f(Pk) be a face of SVk(U) and let f(U \ Pk) be its corresponding
antipodal face in SVn−k(U). f(Pk) and f(U \ Pk) use the same labels but in opposite sides,
i.e., if i is an interior label of an edge of f(Pk) then it is an exterior label for the corresponding
antipodal edge in SVn−k(U). See Figure 4.

Proof. It follows from Property 2.1 that f(Pk) and f(U \ Pk) are antipodal polygons. Then
we just need to observe that antipodal polygons are defined by the complementary half-
spheres defined by the same bisector, i.e, their edges are from the same bisectors but the
antipodal polygons lie in opposite sides of those bisectors, see Figure 4. Therefore, by the
edge rule, the statement is clear. ◀

▶ Theorem 2.4. SVk(U) has an orientable double cover consisting of |U | = n cycles.

Proof. It is not difficult to see that for every 1 ≤ i ≤ n, all the edges that have the label i

in SVk(U) form one cycle (also see Property 6.1 in [5]). Since each label i, corresponding
to a point i ∈ U , is inside the corresponding region Rk(i), we can orient all the edges of a
cycle with label i clockwise around point i; note that point i is also contained in Rk(i). This
shows that the cycle cover is orientable. Finally, as there is one cycle for each point of U , it
follows that SVk(U) has an orientable double cover of n cycles. ◀
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Figure 4 Two antipodal polygons, one has labels b, d, f, h, j in its interior, the other one has
these labels in its exterior.

3 Relations between Planar and Spherical Voronoi Diagrams

In this section we generalize to Voronoi diagrams of arbitrary order k the construction given
in [11] for the nearest and farthest Voronoi diagrams. We then prove some more properties
using this construction.

First, we need to define the inversion transformation, as it is the basis of the relation
between Voronoi diagrams on the sphere and on the plane.

▶ Definition 3.1. The inversion transformation is determined by two parameters: The center
of inversion O and the radius of inversion R. Two points P and P ′ in R3 are said to be
inverses of each other if:

1. The points P and P ′ lie in the same half-line with origin in O.
2. The Euclidean distances |OP | and |OP ′| in R3 satisfy R2 = |OP ||OP ′|.

Now, we can proceed in a similar way to [3] to prove the construction for Voronoi diagrams
on the sphere of arbitrary order, SVk(U). From now on, we denote by S′ the plane inverse
of the sphere S, by U ′ the set of points on the plane S′ that are inverses of the points of
U ⊂ S, and by Vk(U ′) the Voronoi diagram of order k in the plane for the set of points U ′.

▶ Theorem 3.2. Let i /∈ U be a point on the sphere S such that U ∪ {i} is in general position.
Let U ′ be the set of inverse points of U for a chosen inversion radius r and i the center
of inversion. Then SVk(U) is homeomorphic to the union of Vk(U ′) and Vn−k(U ′), joined
by the unbounded edges common to Vk(U ′) and Vn−k(U ′) (unbounded edges from the same
bisector are glued together). Moreover, Rk(i) in SVk(U ∪ {i}) partitions SVk(U) into two
subgraphs that are homeomorphic to Vk(U ′) and Vn−k(U ′). The vertices of type I (type II)
in Vk(U ′) correspond to the vertices of type I (type II) in SVk(U) and the vertices of type I
(type II) in Vn−k(U ′) correspond to the vertices of type II (type I) in SVk(U). See Figures 5
and 6.
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V2(U
′)SV2(U) \R2(i)

(a) (b)

Figure 5 For a set U of ten points on the sphere (the visible ones are drawn in green color): The
picture shows the homeomorphism between: (a) The induced graph by SV2(U) at the exterior of
R2(i) in SV2(U ∪ {i}). (b) The planar Voronoi diagram of order 2 for the points of U ′ (black color).

B2(i)
V8(U

′)
SV2(U) ∩R2(i)

(a) (b)

Figure 6 For a set U of ten points on the sphere (the visible ones are drawn in green color): The
picture shows the homeomorphism between: (a) The induced graph by SV2(U) at the interior of
R2(i) in SV2(U ∪ {i}). (b) The planar Voronoi diagram of order 8 for the points of U ′ (black color).

Theorem 3.2 tells us how to construct SVk(U): we just have to invert the points of
U , compute planar Voronoi diagrams Vk(U ′) and Vn−k(U ′), and map them to the sphere
as follows: each vertex a′b′c′ of either Vk(U ′) or Vn−k(U ′) corresponds to a vertex abc of
SVk(U) (abc is center of the circle that passes through a, b and c on the sphere); vertices
in SVk(U) are adjacent whenever the corresponing vertices in Vk(U ′) or in Vn−k(U ′) are
adjacent. Finally, the vertices of SVk(U) corresponding to vertices incident to an unbounded
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edge from the same bisector in Vk(U ′) and Vn−k(U ′) get connected.

Let us shortly also comment on the computational complexity of constructing higher order
Voronoi diagrams on the sphere. The inversion is a linear time transformation and, once
we have the planar Voronoi diagrams, mapping them to the sphere also only requires linear
time. Therefore, the computational time for constructing the spherical Voronoi diagrams
is bounded by the computational time for the planar ones. See [8] for a discussion on the
several algorithms for higher order Voronoi diagrams.

Now, from these constructions, it is easy to see that properties proved for the plane [4]
must be true for the sphere. We can prove easily some properties on the sphere using results
from the plane, but also we can prove properties in the plane using the sphere. Next, we
show that the number of vertices of type I (type II) in SVk(U) only depends on the number
n of points of U , but not on their positions on the sphere.

▶ Theorem 3.3. For a set U of n points on the sphere, the number of vertices of type I in
SVk(U) is 2k(n − k − 1) and the number of vertices of type II is 2(k − 1)(n − k).

Proof. By Theorem 3.2, we can define an inversion transformation such that there is a
one-to-one correspondence between the vertices of SVk(U) and the vertices of Vk(U ′) and
Vn−k(U ′). Vertices of type I of SVk(U ′) and vertices of type II of Vn−k(U ′) correspond to
the vertices of type I in SVk(U). Then, the number of vertices of type I in SVk(U) is the
sum of type I vertices of Vk(U ′) and type II vertices of Vn−k(U ′) which correspond to the
circles enclosing k − 1 points of U ′ and circles enclosing n − k − 2 points of U ′, respectively.
We denote the number of such circles with ck−1 and cn−k−2. By Theorem 5.3 of [9], we have

ck−1 + cn−k−2 = 2(k − 1 + 1)(n − 2 − k + 1) = 2k(n − k − 1). (1)

Then, the number of vertices of type I in SVk(U) is 2k(n − k − 1). Similarly, we can
compute the number of vertices of type II as the sum of vertices of type II in Vk(U ′) and
type I in Vn−k(U ′), i.e., the number of the circles enclosing k − 2 points of U ′, ck−2, and
enclosing n − k − 1 points of U ′, cn−k−1. Again, using Theorem 5.3 of [9], we have

ck−2 + cn−k−1 = 2(k − 2 + 1)(n − 2 − k + 2) = 2(k − 1)(n − k). (2)

Then, the number of vertices of type II in SVk(U) is 2(k − 1)(n − k). ◀

▶ Theorem 3.4. For a set U of n points on the sphere, the order k Voronoi diagram SVk(U)
has 4kn − 4k2 − 2n vertices, 6kn − 6k2 − 3n edges and 2kn − 2k2 − n + 2 faces.

Proof. Vertices of spherical Voronoi diagrams are either of type I or type II, so the total
number of vertices is the sum of vertices of the two types. Then, by Theorem 3.3, the number
of vertices |V | is

|V | = 2k(n − k − 1) + 2(k − 1)(n − k) = 4kn − 4k2 − 2n. (3)

Now, as each vertex has degree three in SVk(U), we can count the total number of edges.
Since each edge is incident to two vertices, by double counting, the number of edges |E| is

|E| = 3
2

(
−4k2 + 4kn − 2n

)
= 6kn − 6k2 − 3n. (4)
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Finally, as SVk(U) is a planar graph, we can apply Euler’s Formula to count the number of
faces |F |, and we have

|F | = 2 − (−4k2 + 4kn − 2n) + (−6k2 + 6kn − 3n) = 2kn − 2k2 − n + 2. (5)
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Abstract
A linear layout of a graph typically consists of a total vertex-order, and a partition of the edges
into sets of either non-crossing edges, called stacks, or non-nested edges, called queues. The stack
(queue) number of a graph is the minimum number of required stacks (queues). Mixed linear layouts
combine both by allowing each set of edges to form either a stack or a queue. Here we initiate the
study of the mixed page number of a graph which corresponds to the minimum number of such sets.

Related Version arXiv:2107.04993

1 Introduction

In this work, we focus on linear layouts of graphs in which the edges must be partitioned
into a minimum number of sets, called pages, such that each page has a certain property in
the underlying linear order of the vertices. The most prominent of such representatives are
the stack layouts (also known as book embeddings) and the queue layouts. The former do
not allow two edges in the same page (called stack) to cross [4], while in the latter no two
edges of the same page (called queue) are allowed to nest [12]; see Fig. 1. The stack (queue)
number of a graph is the minimum number of stacks (queues) over all its stack (queue)
layouts. Both graph parameters have been extensively studied; see [7, 11, 12, 17, 18].

(a) (b) (c)

Figure 1 Different layouts of K6: (a) 1-stack 1-queue, (b) 3-stack, and (c) 3-queue.

A natural generalization of stack and queue layouts was introduced back in 1992 by
Heath and Rosenberg [13], who proposed the study of s-stack q-queue layouts that consist
of s stacks and q queues; see also [2, 5, 9, 10, 15]. In this context, one expects a reduction
on the total number of pages (stacks or queues) required in a mixed layout with respect
to the corresponding ones required in pure stack or queue layouts, which, however, has not
been confirmed so far. In this work, we substantiate this expectation. To achieve this, we
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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u1 u2 u3 v3 v2 v1

(a)
u1 v1 u2 v2 u3 v3

(b)

u1 u2 u3 v1 v2 v3

(c)

Figure 2 Illustration of: (a) a 3-rainbow, (b) a 3-necklace, and (c) a 3-twist.

introduce and study a new graph parameter, called mixed page number, which equals to the
minimum value of s+ q for which a graph admits an s-stack q-queue layout.

2 Preliminaries

A vertex order ≺ of a graph is a total order of its vertices; we write u ≺ v to denote that
vertex u precedes vertex v. A k-twist (k-rainbow) is a set of k independent edges that
pairwise cross (nest) in ≺, while a k-necklace is a set of k independent edges that pairwise
form neither a 2-twist nor a 2-rainbow; see Fig. 2. A stack (queue) is a set of pairwise non-
crossings (non-nested) edges in ≺. A mixed s-stack q-queue layout of a graph consists of a
vertex order ≺, called linear order, and a partition of its edges into s stacks and q queues.
Hence, an s-stack (q-queue) layout is a mixed s-stack 0-queue (0-stack q-queue) layout.

3 Basic Properties

We start with an upper bound on the mixed page number of a graph similar to the ones
in [14] and [8], which notably holds for every fixed linear order of its vertices.

I Theorem 3.1. The mixed page number of a graph G with m edges is at most b
√

2mc for
every fixed linear order of the vertices.

Proof. Consider the maximum rainbow r in a vertex order ≺ of G. If its size is at most
√

2m,
then all edges of G can be assigned to at most b

√
2mc queues [13]. Otherwise, we assign the

edges of r to a stack, and proceed recursively with G \ r. The total number T (m) of stacks
and queues is given by: T (m) ≤ T (m−d

√
2me) +1, if m > 1, and T (m) ≤ 1, otherwise. J

I Theorem 3.2. It is NP-hard to find the mixed page number of a graph with a given order.

Proof. Given a permutation π = 〈π1, . . . , πn〉, we construct a graph G on 2n vertices, whose
vertex order ≺ is 1, . . . , n, π1, . . . , πn, and whose edges are (1, π1), . . . , (n, πn). Finding a
mixed layout with k pages for G in ≺ is equivalent to deciding if π is k-coverable (i.e., it
can be partitioned in k monotone subsequences), which is NP-complete [16]. J

I Theorem 3.3. An n-vertex graph with mixed page number k has ≤ f(n, k) edges, where:

f(n, k) =
{

2kn− 2k2 + k − 2 if k ≤ n
4 + 2

n2

8 + (k + 1)n− 3k − 2 otherwise

Proof. Let L be a mixed layout of an n-vertex graph G with s stacks and q queues, such that
s+ q = k. W.l.o.g., we assume that the number of edges on each page in L is maximum. In
this regard, the first stack of L has 2n−3 edges, while each subsequent one has n−3 edges [4].
Similarly, for 1 ≤ i ≤ q, the i-th queue of L has at most 2n − 4i + 1 edges [8, Lemma 8].
Thus, the first stack is part of L. Since the sparsest queue contains 2n− 4(k− 1) + 1 edges,
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Figure 3 Illustration for the lower bound of 2nk− 2k2 + k− 2 of Note 1 with n = 25 and k = 6
which yields a 1-stack 5-queue layout with 232 edges in total.

while each of the remaining stacks contains n− 3 edges, it follows that, if k ≤ n
4 + 2, then L

is a 1-stack (k− 1)-queue layout. Otherwise, L contains k− n
4 − 1 stacks and n

4 + 1 queues.
First assume k ≤ n

4 + 2. Let v0, . . . , vn−1 be the vertices of G as ordered in L. We
assume w.l.o.g. that G contains edges {(vi, vi+1), 0 ≤ i ≤ n − 2} assigned to the first
stack in L. For 0 ≤ i < j ≤ n − 1, let the midpoint be 1

2 (i + j). Two edges with the
same midpoint cannot belong to the same queue, as they form a 2-rainbow [8]. For 1 ≤
i ≤ k − 1, at most i − 1 edges have a midpoint of i − 1, and at most i − 1 edges have
a midpoint of i − 1

2 . Also, for 1 ≤ i ≤ k − 1, at most i − 1 edges have a midpoint of
n − i, and at most i − 1 edges have a midpoint of n − i − 1

2 . Since n ≥ 2k, we avoid
double-counting. Hence, the number of edges of G, including those in the stack, is at most:
2n− 3 + 4

∑k−1
i=1 (i− 1) + (2n− 1− 4(k − 1))(k − 1) = 2kn− 2k2 + k − 2.

Assume now k > n
4 + 2, i.e., L contains k − n

4 − 1 stacks and n
4 + 1 queues. By our

discussion above, L contains at most 3n2

8 + 9n
4 − 8 edges in total in its first stack and in its

n
4 + 1 queues. L contains at most kn − 3k − n2

4 − 5n
4 + 6 edges in its remaining k − n

4 − 2
stacks, as each of them has at most n−3 edges. Hence, the number of edges in G is at most
n2

8 + (k + 1)n− 3k − 2. J

I Note 1. For every n and k with n ≥ 4k + 1, there is an n-vertex graph with mixed page
number k and 2kn− 2k2 + k − 2 edges.

Sketch of proof. For an illustration see Fig. 3; for details refer to [1]. J
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4 Complete Graphs

In this section, we give bounds on the mixed page number of the complete graph Kn. Note
that the stack and the queue number of Kn is dn

2 e and bn
2 c, respectively, see [4, 13].

I Theorem 4.1. The mixed page number of Kn is at least
⌈

3(n−4)
8

⌉
and at most 2

⌈
n
5
⌉
.

Proof. The lower bound follows from Theorem 3.3. For the upper bound, we prove that
Kn admits a n

5 -stack
n
5 -queue layout Ln for n being a multiple of 5. Let v0, . . . , vn−1 be

the order of the vertices of Kn in Ln. First, we assign edges to queues Q0, . . . ,Qn
5−1 of Ln,

such that Qi, 0 ≤ i ≤ n
5 − 1, contains the following 2n− 4i− 5 edges (see Figs. 4a to 4e):

– (vi, vj) i + 2 ≤ j ≤ 4n
5 − i− 2

– (vj , vn−1−i) n
5 + 2i ≤ j ≤ n− i− 3

– (v n
5 +2i, vj) 4n

5 − i− 1 ≤ j ≤ n− i− 2
– (vj , v 4n

5 −i−2) i + 1 ≤ j ≤ n
5 + 2i

Next, we assign edges to stacks S0, . . . ,Sn
5−1 of Ln, such that Si, 0 ≤ i ≤ n

5 − 1, contains
the following 4n

5 + i− 4 edges (see Figs. 4f to 4j):

(v n
5 +2i+1, vj) 4n

5 − i− 1 ≤ j ≤ n− i− 2, for (i, j) 6= ( n
5 − 1, n− 1)

(vn−i−1, vj) n
5 − i ≤ j ≤ n

5 − 1
(v n

5 −i−1, vj) n− i− 1 ≤ j ≤ n− 1, for i 6= n
5 − 1

(v 4n
5 −i−1, vj) 3n

5 ≤ j ≤ 4n
5 − i− 3, for (i, j) 6= ( n

5 − 1, n
5 − 1)

(v2i+j+1, v 2n
5 −j−1) n

5 ≤ j ≤ 2n
5 − i− 2

(v2i+j+2, v 2n
5 −j−1) n

5 ≤ j ≤ 2n
5 − i− 3, for (i, j) 6= ( n

5 − 1, n
5 − 1)

(vj , v2i−j+1) n
5 ≤ j ≤ n

5 + i− 1
(vj , v2i−j) n

5 ≤ j ≤ n
5 + i− 1

By construction, no two edges in the same stack (queue) cross (nest), and no edge is assigned
to two distinct pages. In total, Ln has 1

2 (n2 − 3n) edges, i.e., the number of edges of Kn

neglecting the edges (v0, vn−1) and (vi, vi+1), i = 0, . . . , n−2, which have been skipped in the
above assignment scheme, since they can be accommodated to any of the stacks of Ln. J

5 Complete Bipartite Graphs

In this section, we study the mixed page number of Kn,n = {u0, . . . , un−1}×{v0, . . . , vn−1}.

5.1 The separated setting
In the separated setting, u0 ≺ . . . ≺ un−1 ≺ v0 ≺ . . . ≺ vn−1 holds; see, e.g., the work
by Da Lozzo et al. [3]. Here, two crossing (nesting) edges are nesting (crossing), when one
reverses the order of the vertices of one of the two parts of Kn,n, i.e., stacks and queues are
interchangeable; see Fig. 5. We map the edge (ui, vj) of Kn,n to the point (i, j) of the n×n
integer grid H = [0, n− 1]× [0, n− 1].

I Proposition 1. The edges assigned to the same queue (stack) of a mixed layout L of Kn,n

form a not necessarily strict monotonically increasing (decreasing) path in H.

Proof. Consider (by interchangeability) the edges assigned to the same queue of L in their
lexicographic order, i.e., (ui, vj) precedes (uk, v`) if i = k and j < ` holds, or i < k and j ≤ `
holds. In this order, for any edge (ui, vj) any subsequent edge (uk, v`) is mapped to a point
(k, `) in the upper-right quadrant of (i, j) in H (see Fig. 5), which proves the property. J
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Figure 4 Illustration for the upper bound of Theorem 4.1 with n = 25, which yields a 5-stack
5-queue layout.
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Figure 5 (a)–(d) A 2-stack 2-queue layout of K6,6 in the separated setting, and (e) the grid
corresponding to this layout.

We call a monotonically decreasing (increasing) path of H a stack-path (queue-path).

I Proposition 2. A stack-path starting at (i, j) and ending at (k, `) covers at most k − i+
j − `+ 1 grid points; a corresponding queue-path at most k − i+ `− j + 1.

Proof. It holds since the Manhattan distance between (i, j) and (k, `) is |k− i|+ |`− j|. J

I Theorem 5.1. The mixed page number of Kn,n in the separated setting is at most d 2n
3 e.

Proof. By Proposition 1, Kn,n admits a n
3 -stack

n
3 -queue layout Ln with n being a multiple

of 3, if and only if, the n2 points of the integer grid H can be covered with a set of n
3

queue-paths and a set of n
3 stack-paths, which is possible to be done as in Fig. 6. J

Next, we focus on a lower bound for Kn,n. For this, we need two more properties given in
Propositions 3 and 4. The former is proved in [1]; the latter one is symmetric.

I Proposition 3. Let Q be a set of q queue-paths covering a largest set P (Q) of points of H.
Then, P (Q) can be covered by q queue-paths p0 . . . , pq−1, where pi has length 2n − 1 − 2i,
starts at (0, i) and ends at (n− 1− i, n− 1); i = 0, . . . , q − 1.

I Proposition 4. Let S be a set of s stack-paths covering a largest set P (S) of points of H.
Then, P (S) can be covered by s stack-paths p0 . . . , ps−1, where pi has length 2n − 1 − 2i,
starts at (0, n− 1− i) and ends at (n− 1, i); i = 0, . . . , s− 1.

The next lemma provides an estimation on the maximum number edges of an s-stack q-queue
layout of a subgraph of Kn,n in the separated setting.

I Lemma 5.2. Let S and Q be two sets of s stack-paths and q queue-paths covering a largest
set of points of H. Then, S ∪ Q covers

∑s−1
i=0 (2n − 1 − 2i) +

∑q−1
i=0 (2n − 1 − 2i) − sq grid

points of H.

Proof. W.l.o.g., we assume that S and Q are maximal, as otherwise we can extend them to
maximal. Then, the sets P (S) and P (Q) of the points of H that are covered by the paths in
S and Q can be covered by s stack-paths and q queue-paths that have the properties of the
last two propositions. Clearly, each such stack-path and each such queue-path have at least
one point of H in common. Therefore, |P (S)∩P (Q)| ≥ sq holds, and thus |P (S)∪P (Q)| ≤
|P (S)|+ |P (Q)| − |P (S) ∩ P (Q)| = ∑s−1

i=0 (2n− 1− 2i) +
∑q−1

i=0 (2n− 1− 2i)− sq holds. J

I Corollary 5.3. In a mixed layout of Kn,n in the separated case, any collection of s-stacks
and q-queues contains at most 2n(q + s)− q2 − s2 − sq edges.
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Figure 6 Illustration for the proof of Theorem 5.1 in which every stack-path shares exactly one
point with every queue-path.

Next we prove that the upper bound of Theorem 5.1 is tight.

I Theorem 5.4. The mixed page number of Kn,n in the separated setting is d 2n
3 e.

Proof. The upper bound follows from Theorem 5.1. For the lower bound, denote by k the
total number of pages in an s-stack, q-queue layout Ln of Kn,n. By Theorem 5.3, we obtain
2n(q + s) − q2 − s2 − sq ≥ n2. Since k = s + q, it follows that 2nk − q2 − k2 + kq ≥ n2.
To determine the maximum for the left-hand side of the inequality with respect to q, we
compute the roots of its first derivative taken over q, which is ∂

∂q

(
2nk − q2 − k2 + kq

)
= 0.

This yields k = 2q, i.e., s = q = k
2 . Thus, 2nk − 3k2

4 − n2 ≥ 0 holds. Hence, k ≥ d 2n
3 e. J

5.2 Non-separated setting

We now study the mixed page number of Kn,n in the general (non-separated) setting. Here,
we are not able to provide an upper bound that is better than bn

2 c, i.e., the queue number
of Kn,n [13]. We conjecture that this bound is tight, but we do not have a proof for this.
However, we are able to provide a lower bound using the techniques of the previous section.

I Theorem 5.5. The mixed page number of Kn,n is at least dn
3 e.

Proof. By the pigeonhole principle, in any vertex order of Kn,n at least dn
2 e of the first n

vertices belong to one part. Then at least dn
2 e of the remaining n vertices belong to the

other part. In other words, every vertex order induces a Kdn
2 e,dn

2 e in the separated setting,
which by Theorem 5.4 requires at least dn

3 e pages. J

6 Conclusions

In this work, we shed some light on the mixed page number of some basic graph classes.
We want to emphasize the following open questions: (i) Can the gaps of the bounds on the
mixed page numbers of Kn and Kn,n be closed? We believe that space for improvement
is on the side of the lower bounds. (ii) Do graphs with bounded mixed page number have
bounded stack or queue number? By a recent result of Dujmović et al. [6], this question
can be answered affirmatively, only if queue number is bounded by stack number for every
graph. The question is interesting even for separated layouts. (iii) Finally, we suggest to
investigate the mixed page number of other classes of graphs such as k-planar graphs.
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Abstract
For a drawing of a labeled graph, the rotation of a vertex or crossing is the cyclic order of its incident
edges, presented by the labels of their other endpoints. The extended rotation system of the drawing
is the collection of the rotations of all vertices and crossings. A drawing is simple if each pair of
edges has at most one common point. Gioan’s Theorem states that for any two simple drawings of
the complete graph Kn with the same crossing edge pairs, one drawing can be transformed into
the other by a sequence of triangle flips (a.k.a. Reidemeister moves of Type 3). Intuitively, this
operation refers to the act of moving one edge of a triangular cell formed by three pairwise crossing
edges over the opposite vertex of the cell.

We investigate to what extent Gioan’s Theorem generalizes to other classes of graphs. On
the one hand, we show that it holds for complete bipartite graphs Km,n, provided that the two
drawings share the same extended rotation system. Note that the assumption is also implicit in
Gioan’s Theorem, because for simple drawings of the complete graph the crossing edge pairs uniquely
determine the extended rotation system; however, this is not the case for complete bipartite graphs.
Our proof uses a Carathéodory-type theorem for simple drawings of complete bipartite graphs, which
may be of independent interest. On the other hand, we show that the theorem does not hold if the
graph is slightly sparser: When removing two edges from Km,n, there exist two simple drawings with
the same extended rotation system that cannot be transformed into each other using triangle flips.

1 Introduction

Given a simple drawing of a graph G = (V,E) on the sphere S, an edge fragment is a maximal
connected part of an edge that does not contain any endpoint or crossing. The rotation of a
vertex is the clockwise circular order of incident edges. The rotation of a crossing χ is the
clockwise cyclic order of the four vertices of the crossing edge pair which is induced by the
cyclic order of edge fragments around χ. (In other words, the rotation of a crossing χ is the
rotation of an additional degree-4 vertex vχ obtained by splitting the crossing edge pair at χ
and replacing χ by vχ.) The extended rotation system (ERS) of a drawing is the collection of
rotations of all vertices and crossings.

∗ Research on this work was initiated during the 5th D-A-CH Workshop on Arrangements and Drawings in
March 2021. We thank all participants of this workshop for the great atmosphere and fruitful discussions.
O.A. and A.W. partially supported by the Austrian Science Fund (FWF), project W1230. M.C. partially
supported by ERC StG 757609. M.H. supported by the Swiss National Science Foundation within
the collaborative D-A-CH project Arrangements and Drawings as SNSF project 200021E-171681. B.V.
partially supported by the Austrian Science Fund within the collaborative D-A-CH project Arrangements
and Drawings as FWF project I 3340-N35.
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A crossing triangle is a cell in the subdrawing of three pairwise crossing edges that is
bounded by three edge fragments. To define the orientation of a crossing triangle, we fix
an arbitrary orientation for each edge of G. The orientation of a crossing triangle ∆ is the
parity (odd or even) of the number of edges that bound ∆ and where ∆ lies to the left of the
edge. A crossing triangle ∆ is invertible if there exists another simple drawing of the same
graph and with the same extended rotation system (ERS) in which ∆ appears in the opposite
orientation. A triangle flip is the elementary operation of changing the orientation of an
unintersected crossing triangle by a local transformation of the given drawing; see Figure 1.
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z v
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c0

c1
c2

c2

c0

c1
u

z v

x

w
y

Figure 1 Two drawings of K3,3 that can be transformed into each other via one triangle flip.

Two simple drawings γ and η of G are strongly isomorphic, denoted by γ ∼= η, if there
exists an orientation-preserving homeomorphism of S that maps γ to η, that is, γv 7→ ηv, for
all v ∈ V , and γe 7→ ηe, for all e ∈ E. By Kynčl [5], the following combinatorial formulation
is equivalent for connected drawings: (1) the same pairs of edges cross (this is called weak
isomorphism); (2) the order of crossings along each edge is the same; and (3) the drawings
have the same ERS. In this work, strongly isomorphic drawings are considered the same.

Gioan’s Theorem [4] states that any two weakly isomorphic simple drawings of Kn can be
transformed into each other via a sequence of triangle flips. Gioan announced his theorem in
2005 [4]. The original presentation contained a proof sketch, but a full proof was published
only 10 years later by Arroyo, McQuillan, Richter, and Salazar [1], who also coined the
name “Gioan’s Theorem”. In 2021, Schaefer generalized Gioan’s Theorem to slightly sparser
graphs by proving that any two weakly isomorphic simple drawings of Kn \M , where M is
a non-perfect matching, can be transformed into each other using triangle flips [7]. His work
also includes an alternative proof for Gioan’s Theorem.

Our main result is that an analogue of Gioan’s Theorem also holds for simple drawings
of much sparser graphs, namely, for complete bipartite graphs. To show this, we rephrase
the statement to require both drawings to have the same ERS.

I Theorem 1.1. Let D1 and D2 be two simple drawings of Km,n, m,n ≥ 1, on the sphere
with the same ERS. Then there is a sequence of triangle flips that transforms D1 into D2.

Note that triangle flips only change the order of crossings along edges. Hence, having the
same ERS is a necessary requirement for any two drawings of any graph to be transformable
into each other via triangle flips. For the complete graph, the requirement that the drawings
have the same crossing edge pairs is equivalent to the requirement that they have the same
ERS because the crossing edge pairs of a drawing uniquely determine its ERS [5, 6]. However,
for complete bipartite graphs this is not the case, as two simple drawings of Km,n with the
same crossing edge pairs might have different ERSs; see Figure 2 for an example.

We also show that both Gioan’s Theorem and our Theorem 1.1 are almost tight.

I Theorem 1.2. For any m ≥ 2 and n ≥ 3 and Km,n minus two edges, there exist two
simple drawings with the same ERS that cannot be transformed into each other using triangle
flips. The same holds for any n ≥ 5 and Kn minus a four-cycle C4.
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Figure 2 Two simple drawings of K3,3 with the same crossing edge pairs but different ERSs.

In particular, the first part of Theorem 1.2 implies that an analogue to Schaefer’s
generalization of Gioan’s Theorem for Kn minus a non-perfect matching cannot be achieved
for complete bipartite graphs, as not even a generalization from Km,n to Km,n minus a
matching of size two holds. Moreover, note that Km,n with m ≥ 4 and n ≥ 1 is a subgraph of
Kn+m\C4. Hence the second part of Theorem 1.2 implies that—quite counterintuitively—the
set of graphs for which a Gioan-type statement holds is not closed under adding edges.

To prove Theorem 1.1, we use a similar approach as Arroyo et al. [1]. In their proof, they
iteratively transform one of the drawings so as to increase the parts of both drawings that are
strongly isomorphic. However, several ingredients that are necessary for this transformation
are known properties of drawings of complete graphs or follow directly, while it was unknown
whether analogous statements hold for drawings of complete bipartite graphs. Hence, for our
proof, we discover a number of useful, fundamental properties of simple drawings of complete
bipartite graphs. For example, we establish an analogue to Carathéodory’s Theorem for
simple drawings of Km,n.

The classic Carathéodory Theorem states that if a point p ∈ R2 lies in the convex hull
of a set A ⊂ R2 of n ≥ 3 points, then there exists a triangle spanned by points of A that
contains p. In the terminology of drawings, this means that if a point p lies in a bounded
cell of a straight-line drawing D of Kn in the plane, then there also exists a 3-cycle C of D
so that p lies in the bounded cell of C. This statement has been generalized to simple (not
necessarily straight-line) drawings of Kn [2, 3]. However, it clearly does not generalize to
arbitrary (non-complete) graphs. A natural question is, for which classes of graphs this
statement, or a variation of it, holds. We show that it holds for complete bipartite graphs if
we replace the (non-existing) 3-cycle by a 4-cycle, which is the shortest available cycle.

I Theorem 1.3 (Carathéodory’s Theorem for simple drawings of Km,n). Let D be a simple
drawing of Km,n in the plane, for m,n ≥ 2, and let p be a point in some bounded cell of D.
Then there exists a 4-cycle C of D such that p is contained in a bounded cell of C. This
statement is tight in the sense that it does not hold for Km,n minus one edge.

Outline. We prove Theorem 1.1 in Section 2. The proof relies on several lemmata, whose
proofs are deferred to the upcoming full version of this paper. A sketch of the proof of
Theorem 1.2 can be found in Section 3.

2 Proof of Gioan’s Theorem for simple drawings of Km,n

Denote the bipartition sets by B = {b1, b2, ..., bm} and R = {r1, r2, ..., rn}. Let D :∼= D1.
We will do triangle flips in D, by this changing D, until we obtain D ∼= D2. We iteratively
consider the vertices r1, . . . , rn. For each vertex ri, we iteratively consider the incident
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edges rib1 . . . , ribm. We denote by Km,i the subgraph of Km,n induced by B and the vertices
r1, r2, . . . , ri, and let Xi,j = Km,i−1 ∪ {ribk : 1 ≤ k ≤ j} for 0 ≤ k ≤ m, with Xi,0 = Km,i−1.

When considering an edge ribj , the goal is to establish D[Xi,j ] ∼= D2[Xi,j ], where D[Xi,j ]
and D2[Xi,j ] are the according subdrawings of D and D2, respectively.

For the base case i = 1 observe that D[Km,1] ∼= D2[Km,1] because there is only one
simple drawing of Km,1 (our graphs are labeled but the ERS is given).

For the general case 2 ≤ i ≤ n and 1 ≤ j ≤ m, assume that D[Xi,j−1] ∼= D2[Xi,j−1].
To handle the case j = 1, we first argue that the position of vertex ri is consistent be-
tween D[Km,i−1] and D2[Km,i−1]. To show this, we use the following lemma, whose proof
relies on Theorem 1.3 (Carathéodory’s Theorem for simple drawings of Km,n).

I Lemma 2.1. Let F be a simple drawing of Km,n, m,n ≥ 1, on the sphere. For any vertex v
in F , the ERS of F uniquely determines in which cell of F ′ := F \ {v} the vertex v lies.

Since D[Km,i−1] ∼= D2[Km,i−1], the two drawings topologically have the same cells. As
D and D2 have the same ERS, by Lemma 2.1 applied to F = D[Km,i] and to D2[Km,i], both
times with v = ri, we conclude that ri lies in the same cell in D[Km,i−1] and D2[Km,i−1].

Now consider the edge ribj . The aim is to use a sequence of triangle flips to transform D

such that D[Xi,j ] ∼= D2[Xi,j ]. Let e1 denote the curve that represents ribj in D. We imagine
to add another copy ẽ2 of ribj to D, which corresponds to the curve e2 that represents the
edge ribj in D2 and serves as a “target” curve which we aim to transform e1 into.

I Lemma 2.2. There exists a simple curve ẽ2 such that D[Xi,j−1] ∪ ẽ2 ∼= D2[Xi,j ] and e1
and ẽ2 have finitely many intersections in D[Xi,j ] ∪ ẽ2.

Now fix such a curve ẽ2. Then Γ = e1 ∪ ẽ2 forms a (not necessarily simple) closed curve.
With the next lemma, we show that there is a lens in Γ which we can use as a starting point
for transforming e1 to ẽ2. A lens in Γ is a cell whose boundary is formed by exactly two
edge fragments of Γ, one from e1 and one from ẽ2.

I Lemma 2.3. In Γ there is a lens that does not contain any vertex of Km,i.

Now consider a lens L as guaranteed by Lemma 2.3. While L does not contain any vertex
of D[Xi,j−1], it may contain crossings of D[Xi,j−1]. As a next step, we aim to transform D

using triangle flips such that L does not contain any crossings of D[Xi,j−1]. Let χ ∈ L be
a crossing of two edges a1, a2 in D[Xi,j−1]. As ri and bj are the only vertices on e1 ∪ ẽ2,
it follows that each of a1, a2 crosses ∂L twice; as both D and D2 are simple drawings,
one of these crossings is with e1 and the other is with ẽ2. Thus, a1, a2, and e1 form a
crossing triangle ∆e1 . Moreover, the corresponding crossing triangle in D2 has the opposite
orientation, and hence ∆e1 is invertible. By the following lemma, ∆e1 is empty of all vertices
of D (we already knew this for the vertices of Km,i, but not yet for ri+1, . . . , rn).

I Lemma 2.4 (Invertible triangles are empty). Let D be a simple drawing of Km,n and ∆ be
an invertible crossing triangle in D. Then all vertices of D lie outside ∆.

Since ∆e1 is empty of all vertices, all edges crossing ∆e1 can be “swept” outside ∆e1

using a finite sequence of triangle flips (analogous to topological sweeps). None of those flips
increases the number of crossings in L (while some of them might decrease this number) and
after them, ∆e1 is unintersected. Finally, we also flip ∆e1 so that χ 6∈ L.

Processing all remaining crossings inside L in the described fashion, we establish that
in the resulting drawing, the lens L does not contain any vertex or crossing of D[Xi,j−1].
In other words, locally around L, the edge e1 is topologically identical to ẽ2 with respect
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to D[Xi,j−1]. Thus, we can adapt ẽ2 by replacing its edge part on ∂L with a close copy of
the edge part of e1 on ∂L, effectively removing the lens L from Γ. As a result, the edges e1
and ẽ2 have fewer crossings than before in D, and the parameters D and Γ = e1 ∪ ẽ2 again
meet the conditions of Lemma 2.3. Repeatedly applying this procedure to the next cell
(which exists by Lemma 2.3), we eventually obtain a drawing D[Xi,j ]∪ ẽ2 where e1 and ẽ2 do
not cross, and hence Γ is a simple closed curve. By Lemma 2.3, one of the two cells bounded
by Γ contains no vertices of D[Xi,j ]. So after one last round of transformations as described
above, we obtain a drawing D[Xi,j ] ∪ ẽ2 in which all vertices and crossings lie on one side
of Γ. Hence we have obtained D[Xi,j ] ∼= D2[Xi,j ]. Processing all vertices ri, for i = 2, . . . , n,
and in turn handling all edges incident to ri eventually yields a drawing D ∼= D2.

3 Sketch of the proof of Theorem 1.2

Figure 3 depicts the drawings we use in the proof of Theorem 1.2. The first row contains
drawings of Km,n minus two adjacent edges, the second one drawings of Km,n minus two
disjoint edges, and the third row is for Kn+m minus a C4. In each row, the (green) edge r1b1
crosses b2r2 and b2r3 in a different order and these three edges do not form any crossing
triangle. Thus, the drawings cannot be transformed into each other via triangle flips.

4 Conclusion & Open Questions

We have shown Gioan’s Theorem for complete bipartite graphs (Theorem 1.1) and that an
according statement does not hold for Km,n minus two edges or Kn minus a C4 (Theorem 1.2).
These results relevantly extend previous results [1, 4, 7] and show that the class of graphs for
which an according statement holds is also not closed under adding edges. We believe that
our result can be extended to complete k-partite graphs. But a complete characterization of
graphs for which an according statement holds remains open.

I Question 1. What is a complete characterization of all graphs for which Gioan’s Theorem
holds, that is, for which graphs is it true that any two drawings with the same ERS can be
transformed into each other?

Further, we have shown that an analogue of Caratheorody’s Theorem holds for simple
drawings of Km,n (Theorem 1.3). It would be interesting to know for which further graphs a
similar statement is true.

Finally, in our proof of Theorem 1.1, we did not address algorithmical questions, and
neither did the according proofs for Gioan’s Theorem for Kn. Naturally, the minimum flip
distance, that is, the minimum number of triangle flips that need to be done to transform
the drawings, is of interest.

I Question 2. What is the worst case minimum flip distance between two simple drawings
of Km,n with the same ERS? And what is the worst case minimum flip distance between two
simple drawings of Kn with the same rotation system?
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Abstract
We improve the lower bound on the d-dimensional rectilinear crossing number of the complete

d-uniform hypergraph having 2d vertices to Ω
(

(4
√

2/33/4)d
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)
from Ω(2dd). This result improves the

lower bound on the d-dimensional rectilinear crossing number of the complete d-uniform hypergraph

having n vertices to Ω
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) (
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)
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(
2.481d

d

)
.
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Theorem.

1 Introduction

In a rectilinear drawing of a graph, its vertices are mapped to points in general position
(i.e., no three points are colinear) in R2 and its edges are drawn as straight line segments
connecting the corresponding vertices. In a rectilinear drawing of a graph, a pair of edges is
said to be crossing if they are vertex disjoint and contain a common point in their relative
interiors. The rectilinear crossing number of a graph G, denoted by cr(G), is the minimum
number of crossing pairs of edges among all rectilinear drawings of the graph. The study of
rectilinear crossing numbers of graphs is an active field of research, see [14].

A hypergraph is defined as an ordered pair (V, E) where V is the set of vertices and
E ⊆ 2V \{∅} is the set of hyperedges. A hypergraph is said to be d-uniform if each hyperedge
contains exactly d vertices. Let Kd

n denote the complete d-uniform hypergraph having n

vertices and
(

n

d

)
hyperedges. Dey and Edelsbrunner [6], and later Dey and Pach [7] extended

the idea of a rectilinear drawing of a graph to a rectilinear drawing of a uniform hypergraph.
Consider a set P of n ≥ d + 1 points in Rd. The points are said to be in general position if no
set of d+1 points of P lies on a (d−1)-dimensional hyperplane. In a d-dimensional rectilinear
drawing of a d-uniform hypergraph H, the vertices of H are placed in general position in
Rd and the hyperedges are drawn as the convex hulls of d corresponding vertices, i.e., as
(d − 1)-simplices. Let σ be a k-dimensional ( k ≤ d − 1) simplex in Rd. We denote the set of
vertices of σ by V ert(σ). Let τ be an l-dimensional ( l ≤ d − 1) simplex in Rd. We say that σ

crosses τ if they contain a common point in their relative interiors and V ert(σ)∩V ert(τ) = ∅,
see [7]. The d-dimensional rectilinear crossing number of a hypergraph H, denoted by crd(H),
is the minimum number of crossing pairs of hyperedges among all d-dimensional rectilinear
drawings of H, see [4]. Let us denote the d-dimensional rectilinear crossing number of Kd

2d

by cd, i.e., cd = crd(Kd
2d) . Note that we need at least 2d vertices to form a crossing pair of

hyperedges since they need to be vertex disjoint, and each set of 2d vertices creates distinct
crossing pairs of hyperedges. This implies that crd(Kd

n) ≥ cd

(
n
2d

)
.
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Dey and Edelsbrunner [6] showed that a 3-uniform hypergraph H having n vertices can

have at most 3n2

2 hyperedges if cr3(H) = 0. This result can be seen as a generalization of
Euler’s formula for planar graphs. In the same paper, they also proved a generalization of
crossing lemma [2]. Later, Dey and Pach [7] extended these results for d-uniform hypergraphs.
Though there was a lot of research on determining the crossing number of special graphs,
e.g. complete graph, complete bipartite graph etc., see [1, 5, 11], no significant progress was
made in case of structured uniform hypergraphs. Through a series of papers [3, 10], lower
bound on cd was improved to Ω(d2d) [9] from Ω(2d log d/

√
d) [4]. The best-known upper

bound on the d-dimensional rectilinear crossing number of Kd
2d is O(4d/

√
d) [3]. Though the

lower and upper bounds on the rectilinear crossing number of complete graph is fairly tight,
there is a significant gap between the lower and upper bounds on cd.
In this paper, we improve this lower bound on cd:

▶ Theorem 1.1. The d-dimensional rectilinear crossing number of Kd
2d is Ω

(
(4

√
2/33/4)d

d

)

which is approximately Ω
(

2.481d

d

)
.

▶ Corollary 1.2. The d-dimensional rectilinear crossing number of Kd
n is Ω

(
(4

√
2/33/4)d

d

) (
n

2d

)
.

2 Preliminaries

In order to prove Theorem 1.1, we use the following two lemmas and some properties of the
Gale transform.

▶ Lemma 2.1. [10, Proof of Theorem 1] Let C ′ be a set containing d + 4 points in general
position in Rd. There exist at least ⌊(d + 4)/2⌋ pairs of disjoint subsets {C ′

i1, C ′
i2} of C ′ for

each i satisfying 1 ≤ i ≤ ⌊(d + 4)/2⌋ such that the following properties hold.
1. C ′

i1 ∪ C ′
i2 = C ′ and |C ′

i1|, |C ′
i2| ≥ ⌊(d + 2)/2⌋

2. (|C ′
i1| − 1)-simplex Conv(C ′

i1) crosses the (|C ′
i2| − 1)-simplex Conv(C ′

i2) (i.e., C ′
i1 ∩C ′

i2 =
∅ and Conv(C ′

i1) ∩ Conv(C ′
i2) ̸= ∅).

3. There exist C ′′
i1 ⊆ C ′

i1 and C ′′
i2 ⊆ C ′

i2 such that |C ′′
i1|, |C ′′

i2| ≥ ⌊(d + 2)/2⌋ , |C ′′
i1| + |C ′′

i2| =
d + 2 and (|C ′′

i1| − 1)-simplex Conv(C ′′
i1) crosses the (|C ′′

i2| − 1)-simplex Conv(C ′′
i2).

▶ Lemma 2.2. [10] Let a set C contain 2d points in general position in Rd. Let C ′ ⊂ C

be a subset such that |C ′| = d + 4. Let C ′
1 and C ′

2 be two disjoint subsets of C ′ such that
|C ′

1| = c′
1, |C ′

2| = c′
2, C ′

1 ∪ C ′
2 = C ′ and c′

1, c′
2 ≥ ⌊(d + 2)/2⌋. If the (c′

1 − 1)-simplex formed
by C ′

1 crosses the (c′
2 − 1)-simplex formed by C ′

2, then the (d − 1)-simplex formed by some
point set B′

1 ⊃ C ′
1 and the (d − 1)-simplex formed by some point set B′

2 ⊃ C ′
2 satisfying

B′
1 ∩ B′

2 = ∅, |B′
1|, |B′

2| = d and B′
1 ∪ B′

2 = C also form a crossing pair.

2.1 Gale Transform
The Gale transform [8] turns a sequence of points P = ⟨v1, v2, . . . , vn⟩ into a sequence of
vectors G(P ) = ⟨g1, g2, . . . , gn⟩. If the affine hull of the set P is Rd, the Gale transform
G(P ) = ⟨g1, g2, . . . , gn⟩ is a sequence of n vectors in Rn−d−1. The Gale transform G(P ) has
the following properties:

▶ Lemma 2.3. [12] A sequence of vectors G = ⟨g1, g2, . . . , gn⟩ in Rn−d−1 is a Gale transform
of some P ⊂ Rd if and only if G spans Rn−d−1 and

∑n
i=1 gi = 0⃗.
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▶ Definition 2.4 (Totally cyclic vector configuration:). A vector configuration A = {a1, a2, . . . , an}
⊂ Rd is said to be totally cyclic, if there exists a vector β = (β1, β2, . . . , βn) in Rn such that
each βi > 0 and β1a1 + β2a2 + . . . + βnan = 0⃗.

▶ Corollary 2.5. Each totally cyclic vector configuration having n vectors which span Rn−d−1

becomes the Gale transform of some P ⊂ Rd after an appropriate scaling.

▶ Lemma 2.6. [12] Points in P are in general position in Rd if and only if every n − d − 1
vectors in G(P ) span Rn−d−1.

▶ Lemma 2.7. [12] For t ≤ d, consider a tuple (i1, i2, . . . , it), where 1 ≤ i1 < i2 < . . . < it ≤
n. A t-element subset P ′ = {vi1 , vi2 , . . . , vit

} ⊂ P forms a (t−1)-dimensional face of Conv(P )
if and only if the relative interior of the convex hull of the points in G(P ) \ {gi1 , gi2 , . . . , git

}
contains the origin.

▶ Theorem 2.8 (Upper bound theorem). [13] Among all convex polytopes with a given
dimension and number of vertices, cyclic polytopes have the largest possible number of faces
of each dimension.

The following corollary can be deducted from Upper bound theorem, see [15].

▶ Corollary 2.9. [15] The convex hull of an n-point set in Rd has at most
(

n − ⌈d/2⌉
n − d

)
+

(
n − ⌊d/2⌋ − 1

n − d

)
facets.

3 Proof of Theorem 1.1

We start with the following lemma which is interesting for its own sake.

▶ Lemma 3.1. Let σ be a ⌊d/2⌋-simplex, and τ be a (d−1)-simplex such that all the d+⌊d/2⌋+
1 points of V ert(σ) ∪ V ert(τ) are in general position in Rd. At most O((33/4/

√
2)d/

√
d)

⌈d/2⌉-faces of τ cross σ.

Proof. Let us denote by σ̃ the affine hull of V ert(σ). Note that any ⌈d/2⌉-face of τ that
crosses σ, intersects σ̃. Also, note that no vertex of τ lies on σ̃ due to the general position of
the points in V ert(σ) ∪ V ert(τ). Let us consider the orthogonal complement space σ̃⊥ of
σ̃. Let {τ ′

1, τ ′
2, . . . , τ ′

l } be the set of all ⌈d/2⌉-faces of τ that intersects σ̃. Denote by V the
set of vertices ∪l

j=1V ert(τ ′
j). Let us assume that at least one ⌈d/2⌉-face of τ intersects σ̃.

Then, we can assume that |V| = ⌈d/2⌉ + 1 + k for some positive integer k. Let V be the
set V = {v1, v2, . . . , v⌈d/2⌉+1+k}. We project the points in V ert(σ) ∪ V onto σ̃⊥. The set
V ert(σ) maps to a single point in σ̃⊥. Without loss of generality, let us assume that this
point is the origin O. Denote by ṽi the projection of vi for each vi ∈ V . Let Ṽ denote the set
{ṽ2, ṽ2, . . . , ṽ⌈d/2⌉+1+k}.

For a tuple (i1, i2, . . . , i⌈d/2⌉+1), where 1 ≤ i1 < i2 < . . . < i⌈d/2⌉+1 ≤ ⌈d/2⌉ + 1 + k,
the convex hull of {ṽi1 , ṽi2 , . . . , ṽi⌈d/2⌉+1} contains the origin O if and only if ⌈d/2⌉-simplex
spanned by {vi1 , vi2 , . . . , vi⌈d/2⌉+1} intersects σ̃. Let us denote by v̂i the vector Oṽi. Consider
the vector configuration V̂ = {v̂1, v̂2, . . . , v̂⌈d/2⌉+1+k}. The following observations hold.

▶ Observation 1. No two points of V map to the same point in σ̃⊥, i.e., all the points in Ṽ
are distinct.
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For the sake of contradiction, let us assume that ṽi1 , ṽi2 maps to a single point q. Then there
exist ⌊d/2⌋ + 3 points {vi1 , vi2} ∪ V ert(σ) that lie on a (⌊d/2⌋ + 1)-dimensional hyperplane.
This contradicts the general position assumption.

▶ Observation 2. Any subset of ⌈d/2⌉ vectors of V̂ spans R⌈d/2⌉.

For the sake of contradiction, let us assume that {v̂i1 , v̂i2 , . . . , v̂i⌈d/2⌉} spans some Rq where
q < ⌈d/2⌉. Then, d + 1 points {vi1 , vi2 , . . . , vi⌈d/2⌉} ∪ V ert(σ) lie in a subspace whose
dimension is less than ⌊d/2⌋ + q ≤ d − 1. This contradicts the fact that V ert(σ) ∪ V ert(τ)
are in general position in Rd.

▶ Observation 3. V̂ is a totally cyclic vector configuration.

For 1 ≤ i ≤ ⌈d/2⌉ + k + 1, each ṽi is a vertex of a convex hull of some ⌈d/2⌉ + 1 points of Ṽ
which contains the origin O.

These observations along with Lemma 2.3 imply that with proper scaling V̂ is a Gale
transformation of some point set Q = {q1, q2, . . . , q⌈d/2⌉+1+k} having ⌈d/2⌉ + 1 + k points
in Rk. Lemma 2.6 and Observation 2 imply that these ⌈d/2⌉ + 1 + k points of Q are in
general position in Rk. Since the points in Q are in general position in Rk, Lemma 2.7
implies that the convex hull of {ṽi1 , ṽi2 , . . . , ṽi⌈d/2⌉+1} contains the origin O if and only if the
k points in Q \ {qi1 , qi2 , . . . , qi⌈d/2⌉+1} span a k − 1 dimensional face of the convex hull of
Q. By Corollary 2.9, the maximum number of k − 1 dimensional faces of the convex hull
of Q is

(⌈d/2⌉ + 1 + k − ⌈k/2⌉
⌈d/2⌉ + 1 + k − k

)
+

(⌈d/2⌉ + 1 + k − ⌊k/2⌋ − 1
⌈d/2⌉ + 1 + k − k

)
=

(⌈d/2⌉ + 1 + ⌊k/2⌋
⌈d/2⌉ + 1

)
+

(⌈d/2⌉ + ⌈k/2⌉
⌈d/2⌉ + 1

)
. This quantity increases as k increases. The maximum value k can take is

⌊d/2⌋ − 1. By setting k = ⌊d/2⌋ − 1 and using Stirling’s approximation, we obtain the upper
bound O((33/4/

√
2)d/

√
d) on the number of ⌈d/2⌉-faces of τ that intersect σ. ◀

Proof of Theorem 1.1: Let V = {v1, v2, . . . , v2d} be the vertices of Kd
2d in its d-dimensional

rectilinear drawing. Note that the points in V are in general position in Rd. Let E be the
set of (d − 1)-simplices that correspond to hyperedges of the drawing. Choose a subset
of V ′ ⊂ V having d + 4 points. Lemma 2.1 implies that there exist ⌊(d + 4)/2⌋ pairs of
subsets {V ′

i1, V ′
i2} for each i satisfying 1 ≤ i ≤ ⌊(d + 4)/2⌋ such that all the three conditions

mentioned in Lemma 2.1 hold.
It follows from Lemma 2.2 that each such crossing pair of (|V ′

i1|−1)-simplex and (|V ′
i2|−1)-

simplex can be extended to at least
(

d − 4
d − ⌊(d + 2)/2⌋

)
= Ω

(
2d/

√
d
)

crossing pairs of (d−1)-
simplices corresponding to the crossing pairs of hyperedges in E. Therefore, the total number
of crossing pairs of hyperedges, originated from a particular choice of V ′, in a d-dimensional
rectilinear drawing of Kd

2d is at least ⌊(d + 4)/2⌋ Ω
(

2d/
√

d
)

= Ω
(

2d
√

d
)

.

We can choose V ′ in
(

2d

d + 4

)
= Θ

(
4d/

√
d
)

ways. On the one hand, there exist Ω
(

2d
√

d
)

crossing pairs of hyperedges in a d-dimensional rectilinear drawing of Kd
2d for each choice of

V ′. On the other hand, each crossing pair of hyperedges may originate from the different
choices of subsets having d + 4 points from V . Next, we estimate an upper bound on the
number of such choices.

Let ek, el ∈ E be a crossing pair of hyperedges. Let V (ek), V (el) respectively denote
the set of vertices of ek and el. Note that |V (ek)| = |V (el)| = d, V (ek) ∪ V (el) = V and
V (ek) ∩ V (el) = ∅.
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Lemma 3.1 implies that there can be at most 2
(

d

⌈d + 2/2⌉

)
O((33/4/

√
2)d/

√
d) = O((33/4√

2)d/d)

pairs of {V ′′
i1, V ′′

i2} such that following conditions hold.
1. V ′′

i1 ⊂ V (ek), V ′′
i2 ⊂ V (el) or V ′′

i1 ⊂ V (el), V ′′
i2 ⊂ V (ek)

2. |V ′′
i1|, |V ′′

i2| ≥ ⌊(d + 2)/2⌋ , |V ′′
i1| + |V ′′

i2| = d + 2.
3. Conv(V ′′

i1) crosses Conv(V ′′
i2).

Let us assume that the crossing pair of hyperedges ek, el ∈ E originates from a d + 4
sized subset V ′

i of V . Note that V ′
i contains two subsets V ′

i1 and V ′
i2 such that following

conditions hold.

1. |V ′
i1|, |V ′

i1| ≥ ⌊d + 2/2⌋, V ′
i1 ∪ V ′

i2 = V ′ and V ′
i1 ∩ V ′

i2 = ∅.
2. There exist either V ′′

i1 ⊆ V ′
i1 ⊂ V (ek), V ′′

i2 ⊆ V ′
i2 ⊂ V (el) or V ′′

i1 ⊆ V ′
i1 ⊂ V (el), V ′′

i2 ⊆
V ′

i2 ⊂ V (ek) such that |V ′′
i1|, |V ′′

i2| ≥ ⌊(d + 2)/2⌋ , |V ′′
i1|+|V ′′

i2| = d+2 and Conv(V ′′
i1) crosses

Conv(V ′′
i2).

Since each V ′
i contains a pair {V ′′

i1, V ′′
i2} and each pair {V ′′

i1, V ′′
i2} can be extended in O(d2)

ways to a set of size d + 4, a crossing pair of hyperedges can originate from O((33/4√
2)d/d) ×

O(d2) = O((33/4√
2)dd) distinct subsets V ′

i ⊂ V of size d + 4. This implies that there

exist at least
Ω

(
2d

√
d
)

Θ
(

4d/
√

d
)

O((33/4
√

2)dd)
= Ω

(
(4

√
2/33/4)d

d

)
crossing pairs of hyperedges in any

d-dimensional rectilinear drawing of Kd
2d.

4 Conclusion

In this paper we improved the lower bound on the d-dimensional rectilinear crossing number
of Kd

2d which in turn improves the d-dimensional rectilinear crossing number of Kd
n. In order

to prove this result, we also proved a non-trivial upper bound on the number of crossing
pairs of ⌊d/2⌋-simplex and ⌈d/2⌉-simplex when the (d − 1)-simplex containing one of them
crosses the (d − 1)-simplex containing the other one. There is still a significant gap between
the best-known upper and lower bounds on cd.
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Abstract
We give experimental evidence that the only known upper bound on the diameter of the flip graph
of a hyperbolic surface recently proven by Despré, Schlenker, and Teillaud (SoCG’20), is largely
overestimated. To this aim, we develop an experimental framework for the storage of triangulations
of hyperbolic surfaces and modifications through twists. We show that the computations with
algebraic numbers can be overcome, and we propose ways to generate surfaces that are meaningful
for the experiments.
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1 Introduction

It was recently proven that the geometric flip graph of a closed oriented hyperbolic surface is
connected [7]. A Delaunay flip algorithm can thus transform any input geometric triangula-
tion T , i.e., a triangulation whose edges are embedded as geodesic segments only intersecting
at common endpoints, into a Delaunay triangulation. This is particularly useful in practice
as a crucial preprocessing step to computing Delaunay triangulations on a surface: it trans-
forms a “bad” representation of a surface, e.g., by a very elongated fundamental domain,
to a “nice” representation by a Delaunay triangulation with only one vertex. Inserting a
lot of points would rather be done by Bowyer’s incremental algorithm [8, 6], inspired from
previous work in the flat case [11].

The authors prove an upper bound on the number of flips: Ch ·∆(T )6g−4 ·n2, where Ch

is a constant, ∆(T ) is the diameter of T , g is the genus of the surface, and n is the number
of vertices [7]. The diameter ∆(T ) is the smallest diameter of a fundamental domain that is
the union of lifts of the triangles of T in H. If T is a triangulation of a genus two surface with
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only one vertex then ∆(T ) and the diameter of any other such domain differ by a constant
factor at most. In the experiments, we will thus use the domain that naturally appears.

In this paper, we experimentally study the dependence of the number of flips on ∆(T )
(Section 5), for surfaces of genus two. We suspect that the factor ∆(T )6g−4 is largely over-
estimated. We focus on triangulations having only one vertex, both because the dependence
on the number of vertices is clear, and because we are motivated by the abovementioned
preprocessing aspect of the algorithm.

Our setup for experiments relies on the representation of genus two surfaces by octagons
in H (Section 2.3). We obtain input triangulations with a large diameter by twisting the
abovementioned octagons (Section 4). The data structure we use offers a representation of
a triangulation that intrinsically lies on the surface (Section 3).

2 Background

2.1 Hyperbolic surfaces
Consider a closed oriented hyperbolic surface S (i.e., a connected compact oriented surface
without boundary) of genus 2 and the underlying topological surface S2. Given a hyperbolic
structure h on S, associated to a metric of constant curvature −1, the surface S = (S2, h)
is isometric to the quotient H/G, where H is the hyperbolic plane and G is a (non-Abelian)
discrete subgroup of the isometry group of H isomorphic to the fundamental group π1(S2).

The universal cover of S is isometric to H equipped with a projection ρ : H→ S that is
a local isometry. The group G acts on H, so that for any p ∈ S, ρ−1(p) is an orbit under
the action of G. A lift p̃ of a point p ∈ S is one of the elements of the orbit ρ−1(p).

We use the Poincaré disk model, in which H is represented as the open unit disk D ⊂ C.

2.2 Triangulations and flips on hyperbolic surfaces
We call triangulation T of a hyperbolic surface S any geodesic embedding of an undirected
graph with a finite number of vertices onto S such that each resulting face is homeomorphic
to an open disk and is bounded by exactly three distinct edge-embeddings. The lift T̃ of
T is the (infinite) triangulation of H whose vertices and edges are the lifts of the vertices
and the edges of T . A Delaunay triangulation T of S is a triangulation whose lift T̃ is a
Delaunay triangulation in H; for each face t of T and any of its lifts t̃, the open disk in D
circumscribing t̃ contains no vertex of T̃ .

Lifting an edge e of T to some ẽ, together with the two triangles incident to ẽ in the
lifted triangulation T̃ , we say that e is Delaunay-flippable if the open disks of these triangles
contain the fourth vertex of the quadrilateral they form. In this case, the geodesic segment
ẽ′ that is the other diagonal of the quadrilateral is contained in it. The Delaunay flip of e in
T consists in replacing ẽ by ẽ′ and projecting it back to S by ρ. A Delaunay flip algorithm
takes as input a triangulation of S and flips Delaunay-flippable edges (in any order) until
there is none left. Such an algorithm terminates and outputs a Delaunay triangulation [7].

2.3 Admissible loosely-symmetric octagons
We use a slight extension of a set of parameters introduced by Aigon-Dupuy, Buser et al. [1],
who proved that any closed hyperbolic surface of genus 2 has a fundamental domain that is
an octagon in D. This versatile representation allows us to easily construct and manipulate
surfaces in our experiments.
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We say that a hyperbolic octagon P is loosely-symmetric if the opposite sides of P are
isometric and the opposite interior angles of P are equal. If moreover the hyperbolic area of
P is 4π then P is admissible. Clearly, the symmetric octagons introduced by Aigon-Dupuy,
Buser et al. [1] are loosely-symmetric and the notions of admissibility coincide. Identifying
the opposite sides of an admissible loosely-symmetric octagon gives a closed hyperbolic
surface of genus 2 [3, Theorem 1.3.5]. Each such surface can be obtained this way [1]. We
refer to the full paper [5, Section 3.2] for details and computations.

3 Data structure

Though an ad hoc data structure was previously proposed for flipping triangulations [7], we
choose to use combinatorial maps [10, Section 3.3], which are commonly used to represent
graphs embedded on a surface. The data structure we use offers a representation of the trian-
gulation that intrinsically lies on the surface, while the earlier data structure [7, Section 4.1]
stuck to specific representatives of all vertices and faces of the lifted triangulation.

For our experiments, we use the flexible implementation of combinatorial maps that is
publicly available in cgal [4]. The dart (or flag) is the central object in a combinatorial
map: it gives access to all incidence relations of an edge of the graph (see Figure 1).

β1

β2

Figure 1 A dart in a combinatorial map (bold).

The geometric information for the triangulation is stored as a cross-ratio for each edge.
Recall that the cross-ratio of four pairwise-distinct points in H represented by z1, z2, z3, z4 ∈
D is the complex [z1, z2, z3, z4] = (z4 − z2)(z3 − z1)

(z4 − z1)(z3 − z2) [2]. Let Im [·] denote the imaginary
part of a complex. Cross-ratios are suitable for a flip algorithm, due to their well-known
property: assuming that z1, z2, z3, z4 are counterclockwise, Im [z1, z2, z3, z4] > 0 if and only
if z4 lies in the open disk circumscribing (z1, z2, z3).

Given an edge e of a triangulation T of S we consider a lift ẽ = (ũ1, ũ3) of e in D
and the other vertices ũ2 and ũ4 of the two faces incident to ẽ in T̃ , numbering vertices
counterclockwise. The cross-ratio RT (e) is defined as [ũ1, ũ2, ũ3, ũ4]; it is independent of the
choice of the lift of e, as the cross-ratio is invariant under orientation preserving isometries
of D. An edge e of T is Delaunay-flippable if and only if Im [RT (e)] > 0.

Note that in our experiments, the lifts in D are only used to initialize the cross-ratios of a
given input triangulation T ; they are ignored during the flips, thus preserving the property
that the data structure only considers the embedding of the triangulation on the surface.
However, in order to be able to recover a lift in D in the end, e.g., for drawing a representation
in D of the final Delaunay triangulation, we need to maintain an anchor during flips. The
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anchor A = (δ, a1, a2, a3) consists in some dart δ, chosen arbitrarily, together with a triple
(a1, a2, a3) of points in D that are the vertices of a lift of the face containing δ.

A triangulation T is thus represented by (M,F,A), where M is the combinatorial map,
F maps edges of M to their cross-ratios, and A is the anchor. We refer to the full paper [5,
Section 3.4] for details on how to update the data structure during a flip.

4 Generating input for the experiments

We generate input for the Delaunay flips algorithms by triangulating admissible loosely-
symmetric octagons. An algorithm [5, Appendix C.2] produces such octagons whose vertices
are represented in D by complex numbers with rational real and imaginary parts. We proved
a density result [5, Theorem 2] on such rational coordinates allowing us to run experiments
using rational numbers only. This is crucial as computing with algebraic numbers is prob-
lematic in practice [5, Section 4.1]. For the experiments in Section 5, we need to generate
surfaces with large diameter. Our attempts to directly compute such surfaces, taking the
diameter as a parameter, were not conclusive. An effective approach consists in starting
by generating octagons with a small diameter, then we twist them many times to obtain
octagons with a very large diameter. This way we will also study the dependency of the
number of flips on those twists.

4.1 Twisting admissible loosely-symmetric octagons
Given j ≥ 3 and z0, . . . , zj ∈ D in geodesically convex position, G[z0, . . . , zj ] denotes the
hyperbolic polygon whose vertices are z1, . . . , zj . Let G[z0, . . . , z7] be an admissible loosely-
symmetric octagon. We will consider the Dehn twists [9] along the axes of its side-pairings, as
follows (see Figure 2). For every k ∈ {0, . . . , 7} let τk be the orientation preserving isometry
of D satisfying τk(zk+5) = zk and τk(zk+4) = zk+1. Let t ∈ {0, . . . , 7}. For k ∈ {0, . . . , 7}
we set

z′k =
{
τt(zk) if k − t ∈ {1, 2, 3, 4} mod 8,
zk otherwise.

The polygon G[z′0, . . . , z′7] is an admissible loosely-symmetric octagon defining a surface
isometric to the one defined by G[z0, . . . , z7] [5, Section 3.2]. We say that (z′0, . . . , z′7) is
obtained by t-twisting (z0, . . . , z7).

c

z′t = zt
zt

zt+1
z′t+1

zt+1

c c

Figure 2 (Left) A Dehn twist along the curve c modifies the blue curve as shown. (Right) A
t-twist on an admissible loosely-symmetric octagon.

For a word t = t1 . . . tm, we define the t-twist as the composition of the tk-twists, k =
1, . . . ,m, in this order. We pick t1, . . . , tm in {0, . . . , 3}m instead of {0, . . . , 7}m to consider
the generators without their inverses and quickly obtain large diameters. Indeed for k ∈ Z
we have τk+4 = τ−1

k so a (t+ 4)-twist is the inverse of a t-twist (the indices are modulo 8).
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4.2 Generating triangulations
We generate a large number of triangulations having a large diameter following three steps.
In the full paper [5, Section 5] a fourth step ([step 2]) enables to generate input triangula-
tions with more than one vertex. This step is omitted here as not used in this version.

[step 1] We construct an initial admissible symmetric octagon O.
[step 3] We choose m ≥ 0 and a sequence t = t1 . . . tm of twists.
[step 4] We construct an admissible loosely-symmetric octagon O′ by t-twisting O and build the

input triangulation T by first cutting O′ into 5 triangles and then identifying the edges
of the resulting triangulation that correspond to opposite sides of O′.

We refer to the full paper [5, Section 5] for details on these steps. The triangulation T of
the hyperbolic surface defined by O has 1 vertex, 9 edges and 5 faces.

We will study two kinds of twists sequences (step 3) in Section 5:
A power sequence is represented by a word um for some u ∈ {0, . . . , 3}.
In a random sequence, t1, . . . , tm are chosen uniformly and independently in {0, . . . , 3}.

Section 5 will refer to the above three steps. Before doing any experiment Step 1 was
applied a thousand times to construct octagons Q1, . . . , Q1,000; the experiments consider the
first nq octagons. We also constructed (for step 3) some 10,000 random sequences of twists
noted S1, . . . , S10,000, each of length 10, of which some of the experiments will use the first
ns sequences. The values of nq, ns will be specified in the description of each experiment.

5 Exploring the relationship between number of flips and diameter

As recalled in Section 2.2, a Delaunay flip algorithm can flip Delaunay-flippable edges in
any order. In the full paper [5, Section 6] we studied various orders, and observed that
the number of flips obtained by the naive strategy is close to the minimum: we choose
the first Delaunay-flippable edge given by the iterator DartRange::iterator of the cgal
combinatorial map. As it runs much faster than all other strategies, we stick to it.

Two sets of experiments will be carried out: experiments I and J use power sequences
while experiments K, L, and M use random sequences. We use the notations of Section 4.2.

Experiments I and J are parameterized by the number nq of octagons: nq = 1 in I and
nq = 1, 000 in J. We perform step 4 with O = Qk and t1 . . . tm = u3l for k ∈ {1, . . . , nq},
u ∈ {0, 1, 2, 3}, l ∈ {0, . . . , 50} and we compute the approximate hyperbolic diameter �k,l,u

of O′. We run the Delaunay flip algorithm, counting the number αk,l,u of flips that were
needed by the algorithm to terminate. Figure 3 shows the result.

For experiments K, L, and M the values of (nq, ns) are respectively (1, 10.000), (10, 1.000)
and (1.000, 100). We first construct the set X containing the 11 prefixes of Sk (including the
empty sequence) for every k ∈ {1, . . . , ns}. Then for every k ∈ {1, . . . , nq} and every s ∈ X,
we perform step 4 with O = Qk, and t1 . . . tm = s. We compute the approximate hyperbolic
diameter �k,s of O′. We run the Delaunay flip algorithm and count the number αk,s of
flips that were needed by the algorithm to terminate. Figure 4 shows αk,s as a function of
10 ln(�k,s) for k ∈ {1, . . . , nq}, s ∈ X.

Our experiments show that controlling the sequence of twists actually allows us to control
the number of flips needed by the flip algorithm. Indeed, in the case of power sequences, we
observe that the number of flips is linear in the diameter of the input triangulation: Delaunay
flips untwist the triangulation by performing a constant number of flips per iteration of the
twist. However, for random sequences, we observe that the number of flips is logarithmic in
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Figure 3 Experiments I and J: number of flips αk,l,u with respect to the (approximate) diameter
�k,l,u, k ∈ {1, . . . , nq}, l ∈ {0, . . . , 50}, u ∈ {0, 1, 2, 3}

Figure 4 Experiments K, L, and M: number of flips αk,s with respect to 10 ln(�k,s), k ∈
{1, . . . , nq}, s ∈ X; the maximum diameter is about 1500



V. Despré, L. Dubois, B. Kolbe, M. Teillaud 33:7

the diameter of the input triangulation. These results can be interpreted using insights on
the mapping class group [5, Section 7.4].

In light of our results, we conjecture that the complexity of the Delaunay flip algorithm
is worst-case linear in the diameter of the triangulation, and logarithmic on average.
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Abstract
The complexity classes Unique End of Potential Line (UEOPL) and its promise version PromiseUEOPL
were introduced in 2018 by Fearnly et al. [4]. PromiseUEOPL captures search problems where the
instances are promised to have a unique solution. UEOPL captures total search versions of these
promise problems. The promise problems can be made total by defining violations that are returned
as a short certificate of an unfulfilled promise.

Grid-USO is the problem of finding the sink in a grid with a unique sink orientation. It was
introduced by Gärtner et al. [7]. We describe a promise preserving reduction from Grid-USO to
Unique Forward EOPL, a UEOPL-complete problem. Thus, we show that Grid-USO is in UEOPL
and its promise version is in PromiseUEOPL.

Related Version www.mi.fu-berlin.de/inf/groups/ag-ti/theses/download/Borzechowski21.pdf

1 Introduction

Many tasks in computer science are naturally formulated as search problems, where the goal
is to find a “solution” for a given instance. Promise problems, where it is guaranteed that we
see only instances that have a certain property, are also an intuitive approach to formulate
certain tasks. Nonetheless, standard complexity theory works with decision problems, and
it may happen that the computational complexity of the decision problem and the search
problem are not equivalent. In particular, this is the case for problems for which it is
guaranteed that a solution always exists. The complexity of such total search problems has
been studied since at least 1991, when Megiddo and Papadimitriou defined the class Total
Function NP (TFNP) [9]. Here, we consider a subclass of TFNP, namely the complexity
class Unique End of Potential Line (UEOPL). It contains some interesting problems from
computational geometry for which no polynomial time algorithm is known but which are
unlikely to be NP-hard, for example α-Ham-Sandwich [3] and Arrival [6]. Currently
UEOPL contains one complete problem: One-Permutation-Discrete-Contraction.
The problem Grid-USO is an abstraction of the simplex algorithm executed on a general
P-Matrix linear complementarity problem. Since UEOPL was introduced only recently, in
2018, by Fearnly et al. [4], the knowledge about this class is still very limited. We show that
the problem Grid-USO lies in UEOPL, making progress towards elucidating the nature of
this class and the problems in it. In particular, with more problems that are known to lie in
UEOPL, it becomes more likely that additional complete problems are found.
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2 Unique End of Potential Line

A Unique Forward EOPL instance is defined by two circuits S : {0, 1}d → {0, 1}d and
c : {0, 1}d → {0, 1}m. A circuit is a compact polynomial sized representation of information
which in a map would be exponentially large (for a more formal definition, see [1, Definition
6.1]). The circuits represent a directed graph G. The vertices of G are bit strings v ∈ {0, 1}d
with S(v) 6= v, and there is a directed edge from a node v to a node w if and only if S(v) = w

and c(w) > c(v) (where the result of c is interpreted as an m-bit positive integer). Thus, each
node in G has out-degree of at most 1, and the circuit S computes the candidate successor
of a node. The circuit c assigns a positive cost (also called potential) from {0, . . . , 2m − 1}
to every node, and all edges go in the direction of strictly increasing cost. Furthermore, we
define that the bit string 0d is a node of G, and that c(0d) = 0. These properties ensure
that G is a collection of directed paths, which we call lines, and that 0d is the start vertex
of a line. Our computational task is as follows: if the nodes of G form a single line (that
necessarily starts in 0d), then we should find the unique end node of this line — the sink.
Otherwise, we should find a violation certificate that shows that G does not consist of a
single line. Unique Forward EOPL is a total search problem. There always exists a valid
sink or a violation. Note that there might exist a valid sink and a violation simultaneously.
The promise version of Unique Forward EOPL is: under the promise that no violations
exist for the given instance, find the unique end of the line. The formal definition of the total
search problem Unique Forward EOPL is as follows:

I Definition 2.1. ([5, Definition 10]) Let d,m ∈ N+ with m ≥ d. Given Boolean circuits
S : {0, 1}d → {0, 1}d and c : {0, 1}d → {0, 1, . . . , 2m − 1} which must have the property that
S(0d) 6= 0d and c(0d) = 0, find one of the following:

(UF1) A bit string v ∈ {0, 1}d with S(v) 6= v and either S(S(v)) = S(v) or c(S(v)) ≤ c(v).
Then, S(v) is not a valid node and v is a sink node in G and thus a valid solution.

(UFV1) Two bit strings v, w ∈ {0, 1}d with v 6= w, S(v) 6= v , S(w) 6= w and either (a)
c(v) = c(w) or (b) c(v) < c(w) < c(S(v)). Then, v and w are two different nodes
that violate the promise of the strictly increasing potential.

(UFV2) Two nodes v, w ∈ {0, 1}d such that v is a solution of type (UF1), v 6= w, S(w) 6= w

and c(v) < c(w). This encodes a break in the line. The node v is the end of one
line, but there exists a different line with a node w that has higher cost than v.

Two examples of an instances with no violations are shown in Figure 1 and an instance with
all types of violations can be seen in Figure 2.

I Definition 2.2. ([5, Definition 7]) Let R be a search problem, and IR ⊆ {0, 1}∗ be the set
of all instances for R. For an instance I ∈ IR, let SR(I) be the set of candidate solutions of
I. A search problem R can be reduced by a promise preserving Karp reduction in polynomial
time to a search problem R′ if there exist two polynomial-time functions f : IR → IR′ and
g : IR × SR′(f(I))→ SR(I) such that if s′ is a violation of f(I), then g(I, s′) is a violation
of I and if s′ is a valid solution of f(I), then g(I, s′) is a valid solution or a violation of I.
We are given an instance of R from which we construct with f an instance of problem R′. If
we then solve R′, we can re-translate the solution from R′ to a solution of R with g. Promise
preserving reductions are transitive.

I Definition 2.3. ([4]) The search problem complexity class UEOPL contains all problems
that can be reduced in polynomial time to Unique Forward EOPL. Thus, the complexity
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Candidate solution space with d = 2.

00

c(00) = 0

11

c(11) = 1

01

c(01) = 2

10

c(10) = 3
S S S

S

00Start node 01 End of line — Solution of type (UF1)
because S(01) = S(S(01))

00

c(00) = 0

11

c(11) = 1

01

c(01) = 2

10

c(10) = 3
S S

S
S

00Start node 01 End of line — Solution of type (UF1)
because c(01) = 2 ≥ 0 = c(S(01))

Figure 1 Unique Forward EOPL instances that form a valid line without violations.

Candidate solution space: d = 3

000

c(000) = 0

011

c(011) = 1

001

c(001) = 1

100

c(100) = 5

010

c(010) = 1

111

c(111) = 3

101

c(101) = 4

110

c(110) = 0

100 010 101S S S S
S

SS

S
(UFV1) b)

(UFV1) a)

(UFV2)

Figure 2 A Unique Forward EOPL instance line with all types of violations.

class UEOPL captures all total search problems where the space of candidate solutions has
the structure of a unique line with increasing cost. The relationship of UEOPL to other
classes is shown in Figure 3.

PromiseUEOPL is the promise version of the search problem class UEOPL. When con-
tainment of a search problem R in UEOPL is shown via a promise preserving reduction, the
promise version of R is contained in PromiseUEOPL.

3 Unique Sink Orientations of Grids

I Definition 3.1. ([7, p. 206]) Let n, d ∈ N+. Let M = {1, . . . , n} be an ordered set of
integers called directions and K = (κ1, . . . , κd) be a partition ofM with κi being ordered and
|κi| ≥ 2 for all dimensions i = 1, . . . , d. The d-dimensional grid Γ is the undirected graph
derived from Γ = (M,K) with a set of vertices V := {v ⊆M | i = 1, . . . , d, |v ∩ κi| = 1} and
a set of edges E := {{p, q} | p, q ∈ V, |p⊕ q| = 2}, where ⊕ denotes the symmetric difference.

I Definition 3.2. ([7, p. 211]) The outmap function σ : V → Powerset(M) defines an
orientation of the edges of a grid Γ. For each point p ∈ V , the set σ(p) contains all directions
to which p has outgoing edges. The edges of p for all other directions are incoming. In
particular, we have σ(p) ∩ p = ∅. An outmap σ is called unique sink orientation of Γ if all
nonempty induced subgrids of Γ have a unique sink.

I Definition 3.3. ([7, Definition 2.13]) The refined index rσ of an outmap σ with rσ : V →
{0, . . . , |κ1| − 1} × · · · × {0, . . . , |κd| − 1} is defined as: rσ(p) := (|σ(p) ∩ κ1|, . . . , |σ(p) ∩ κd|).
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TFNP

PPAD

PLS

EOPL = CLS = PPAD ∩ PLS

UEOPL

Figure 3 Relation of UEOPL to other search problem complexity classes according to [8].

The refined index assigns to each point a d-tuple containing at index i the number of outgoing
edges in dimension i.

I Theorem 3.4. ([7, Theorem 2.14]) If σ is a unique sink orientation, then rσ is a bijection.

κ1

κ3

κ2

1 2

5

6

7

3
4 135

136

137

145

146

147

235

236

237

245

246

247

Figure 4 Example grid Γ with M = {1, . . . , 7}, κ1 = {1, 2}, κ2 = {3, 4} and κ3 = {5, 6, 7}. The
orientation of the edges is a unique sink orientation. The unique sink is the point (147). The outmap
of point (246) is σ(246) = {5, 7} and its refined index is rσ(246) = (0, 0, 2).

I Definition 3.5. ([2, Definition 6.1.23]) The search problem Grid-USO is defined as follows:
Given a d-dimensional grid, represented implicitly by Γ = (M,K), and a circuit computing
an outmap function σ : V → Powerset(M), find one of the following:
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(GU1) A point p ∈ V with σ(p) = ∅. The point p is a sink.

(GUV1) A point p ∈ V with p ∩ σ(p) 6= ∅. The point p has a directed edge to itself, thus it
is a certificate of σ not being a valid unique sink orientation.

(GUV2) An induced subgrid Γ′ = (M′,K ′) with σ′(p) := σ(p)∩M′ and two points p, q ∈ V ′
with p 6= q and rσ′(p) = rσ′(q). The points p, q and the subgrid Γ′ are a polynomial time
verifiable certificate that rσ′ is not a bijection and thus, σ not a unique sink orientation.

Grid-USO is a total search problem. Under the promise that the outmap σ is a unique
sink orientation, the unique sink will be found and returned as solution (GU1). If σ is not a
unique sink orientation, there exists at least one of the violations (GUV1) or (GUV2). An
example instance can be seen in Figure 4. Unique sink orientations on grids were introduced
by Gärtner et al. [7] as a combinatorial abstraction of linear programming over products of
simplices and the generalized linear complementarity problems over P-matrices. There is no
polynomial time algorithm known to solve Grid-USO.

4 Grid-USO is in UEOPL

I Theorem 4.1. Grid-USO can be reduced via a promise preserving reduction to Unique
Forward EOPL.

Proof. Given an instance I = (Γ, σ) of Grid-USO, we construct one instance of Unique
Forward EOPL I ′ = (S, c) such that solutions and violations can be mapped accordingly.

Idea of the reduction. We construct a line following algorithm that finds for any given
grid its unique sink or a violation, such that each step can be calculated in polynomial time.
The vertices of I ′ are encodings of the states of this line following algorithm. The successor
function S calculates the next state. To do so, it is allowed to call the outmap function σ
from the Grid-USO instance.

I Lemma 4.2. ([2, Lemma 6.3.5]) Given an outmap σ on a grid Γ, two disjoint induced
subgrids Γ′ and Γ′′ of Γ whose union is again a valid subgrid, and their respective unique
sinks x and y, then (a) the unique sink of the grid (Γ′ ∪ Γ′′) is either x or y or (b) σ is not
a unique sink orientation and we found a violation of Grid-USO.

The line following algorithm starts at the bottom left point of the grid. It iterates over
all directions, in each step looking at the subgrid that is formed by the union of the previous
directions (e.g., the subgrid colored in blue in Figure 5) and its sink x. By adding the next
lexicographic direction, we add another subgrid (e.g., the yellow subgrid in Figure 5) for
which we can find the sink y recursively. The sink of the grid which is the union of the blue
and the yellow subgrids is either x or y. None of the other nodes in the subgrids is a sink of
the respective subgrid, and thus not a sink of the combined grid. If neither x nor y is a sink,
then it can be proven that there is a refined index violation of type (GUV2).
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κ1
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Figure 5 Step of the line-following algorithm: either (245) or (147) is the sink of the whole grid.

Algorithm 1: find_sink(σ,M, κ1, . . . , κd)
1 x:= ((κ1)1, . . . , (κd)1);
2 for i ∈M do
3 if i /∈ σ(x) // x is also sink in i’th subgrid then
4 continue with next i;
5 Let j be the index such that i ∈ κj ;
6 M′ := (M\ κj) ∪ {i} ;
7 y:= find_sink(σ,M′, (κ1 ∩M′), . . . , (κd ∩M′)) // Search recursively for

sink in yellow subgrid ;
8 for k ∈ κj ∧ k ≤ i do
9 if k ∈ σ(y) // If y is not sink in i’th subgrid then

10 return Violation;
11 x:= y;
12 return x;

Construction of the vertices. Each node of I ′ is the bit-encoding of an (n+ 1)-tuple of
points of the grid. Let V ′ := (V ∪ {⊥})n+1. Its contents encode the state of Algorithm 1.
The points stored in the vertices are the unique sinks of the subgrids in which Algorithm 1
searches recursively. The position corresponds to the directions through which the algorithm
iterates. Thus, we can identify for each tuple which step of the algorithm it represents. Let
the start node be the (n + 1)-tuple consisting of the bottom left point of the grid and n

many ⊥’s: (((κ1)1, . . . , (κd)1),⊥, . . . ,⊥). We define the function isVertex which checks
in polynomial time, whether any given (n + 1)-tuple is a valid step of Algorithm 1, the
representation of a Grid-USO violation or not a proper encoding at all.

Construction of the successor function S. The successor function S checks for the given
node whether it encodes a valid step of Algorithm 1 and if so, calculates the next step in
polynomial time. Each step, including the steps of the recursive calls, is a separate node on
the resulting unique line. The line corresponds to traversing the tree of the call hierarchy.
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Let S : V ′ → V ′. Given a vertex v = (p1, . . . , pn, pn+1), let S(v) be:

1. If isVertex(v) says v is not a valid encoding, then set S(v) := v.
2. If isVertex(v) says v is a valid encoding and not a violation:

a. If the node has the form v = (⊥, . . . ,⊥, pn+1) it encodes the end of the for-loop in line
2 of Algorithm 1. Thus, the algorithm returns the sink pn+1. Thus, set S(v) := v to
indicate the end of the line.

b. If the node has the form v = (⊥, . . . ,⊥, pi, pi+1, pi+2, . . . , pn+1), then pi is the sink x
of the i’th iteration of the for-loop in line 2.
i. If the check in line 3 is true, we know that x is also the sink of the next bigger

subgrid. Thus, set S(v) := (⊥, . . . ,⊥,⊥, pi, pi+2, . . . , pn+1).
ii. If the check in line 3 is false, then we know that x is not the sink of the next

bigger subgrid. By Lemma 4.2, we must search recursively for the sink of the yellow
subgrid. But we want to remember x, so that we can identify a violation if one
exists. Thus, set S(v) := (s,⊥, . . . ,⊥, pi, pi+1, . . . , pn+1), where s is the start point
of the subgrid in the recursive call.

Construction of the cost function c. Let ω = n+ 2 and h : V ′ × {1, ..., n} × {1, . . . , d} →
{0, . . . , ω − 1} a help function with

h(v, i, j) :=





0 if pi = ⊥,
ω − 1 if σ(pi) ∩ {1, . . . , i} = ∅, i.e., step (2.b.i) holds,
(pi)j otherwise.

(1)

Because the grid works with ordered sets, lexicographically bigger points have a higher value
in h. Also, if two points are sink of their corresponding subgrid, they have the same value
in h. The help values of each point and every dimension are scaled and summed up. The
cost of a node then is the sum of these scaled values, where each summand is scaled again to
enforce that the value for a point at position i which is not ⊥ is always higher than the sum
of all values of points with indices smaller than i. Thus, we always give steps later on in the
algorithm higher cost.

c(v) :=




n∑

i=1


ωi−1 ·

d∑

j=1
ωjh(v, i, j)





 +

{
0 if pn+1 = ⊥,
ωnd+1 if pn+1 6= ⊥.

(2)

Correctness The successor function and the cost function can be constructed in polynomial
time. It can be proven that every solution of type (GU1) is only mapped to solutions of
type (UF1). Every violation of the created Unique Forward EOPL instance can be
mapped back to a violation of the Grid-USO instance. Therefore this reduction is promise
preserving. It follows that Grid-USO is in UEOPL and the promise version of Grid-USO
is in PromiseUEOPL. The full proof can be found in [2, Proof of Theorem 6.3.1]. J
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Abstract
Graphs with multiple edge costs arise naturally in the route planning domain when apart from
travel time other criteria like fuel consumption or positive height difference are also objectives to be
minimized. In such a scenario, this paper investigates the number of ’optimal’ paths between a given
source-target pair s, t. We prove a substantial gap between the number of Pareto-optimal and the
number of unique shortest paths in a natural model of linear aggregation of the cost metrics. While
there are simple graph instances exhibiting an exponential number of Pareto-optimal paths even for
only 2 cost metrics, we show that the number of unique shortest st-paths is subexponential (for a
fixed number of cost metrics). We can create graphs, however, where the number of unique shortest
paths is exponential in the number of metrics. The underlying arguments are highly geometric in
that they rely, e.g., on the consideration of hyperplane arrangements in the parameter space.

1 Introduction

In this paper we consider the problem of counting ’optimal’ paths in multicriteria networks,
i.e., graphs with several scalar values as edge costs. More precisely, we are given a graph
G(V, E) and a function c : E → Rd

≥0 which assigns each edge d cost values which are to
be minimized. We refer to the value d as the dimension of G. A path π(s, t) = e1e2 . . . ek

from node s to node t in V (also called st-path) is a connected sequence of edges of E with
e1 = (s, ·) and ek = (·, t). We define its cost vector naturally as the sum

∑k
i=1 c(ei).

For the remainder of this paper, we fix two nodes s and t, and are interested in the
number of ’optimal’ paths between them. We use the notion of optimality that is common
in the context of personalized route planning [5, 4]. Here the idea is that every driver has
a weighting α ∈ [0, 1]d with

∑
αi = 1 which quantifies the importance of each one of the

d metrics. For a path π and preference vector α, the aggregated cost of π is then defined
as c(π, α) := c(π)T α. An st-path π is called optimal for preference α if π has smallest
aggregated cost from s to t with respect to α. Furthermore, we call a path π a shortest path
if it is optimal for at least one preference. Path π from s to t is called unique shortest path
if there exists an α such that c(π, α) has strictly smaller cost than any other st-path with
respect to α. [2] showed that in the cost space, the unique shortest paths correspond to the
extreme points of (the lower left part of) the convex hull of all Pareto-optimal paths (see
Figure 1). An st-path is Pareto-optimal if one cannot find any other st-path that is better in
at least one metric and not worse in all other metrics.
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
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Figure 1 Paths in cost space (black and red dots); Pareto-optimal paths (red); (lower left part of)
the boundary of the convex hull of all Pareto-optimal paths in green; unique shortest paths/extreme
points of the CH circled in blue.

Related Work
The fact that the number of Pareto-optimal paths can be exponential in the graph size can be
considered folklore. Both, Pareto-optimal paths as well as unique shortest paths have been
instrumented to create alternative route recommendations. The former approach, pursued
e.g. in [7, 3, 6], unfortunately only seems to be viable on rather small graphs due to the
too rapidly growing number of Pareto-optimal paths. Restricting to unique shortest paths,
though, as in [4], has been shown to be feasible in different practical applications [2, 1].

Our Contribution
In this paper we show that while there are graphs with an exponential number of Pareto-
optimal (and shortest) paths (even for dimension d = 2), the number of unique shortest paths
is in O(n2d

√
n+d+1) (n is number of nodes), which is subexponential for fixed d. On the other

hand we construct d-metric graphs with Ω(nd−1) unique shortest paths.

2 Preliminaries

In this section we introduce the notions used in Section 3 and show some basic properties.

▶ Definition 2.1. The set of all possible preferences

Pd := {(α1, α2, . . . , αd) ∈ Rd
+ |

d∑

i=1
αi = 1}

is called d-metric preference space. Note that Pd is a (d − 1)-dimensional simplex.

We simply write P instead of Pd if the dimension is unimportant.
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▶ Definition 2.2. Given a graph G(V, E) and a path π in G. The set A(π) := {α ∈
P | π is optimal for α} is called the preference polyhedron of π.

The following lemma justifies the chosen term preference polyhedron.

▶ Lemma 2.3. Given a graph G(V, E). For any path π in G the preference polyhedron A(π)
is convex and closed.

Proof. Closure follows from the continuity of the aggregated cost. Regarding convexity,
consider a path π that is optimal for k ∈ N preferences α(1), α(2), . . . , α(k) and any convex
combination β :=

∑k
i=1 γiα

(i) of the preferences induced by a vector γ ∈ [0, 1]k with
∑

γi = 1.
We claim that π is also optimal for preference choice β. The cost of π with preference β can
be written as

c(π, β) = γ1c(π, α(1)) + · · · + γkc(π, α(k))
Assume there is a path π′ with cost(π′, β) < cost(π, β). But then, since π is optimal for each
preference α(i), we know that for every summand we have γicost(π, α(i)) ≤ γicost(π′, α(i)),
which is a contradiction to our assumption cost(π′, β) < cost(π, β). Thus, π is also optimal
for any such β and A(π) is convex. ◀

▶ Definition 2.4. Given a graph G(V, E) and two nodes s and t in V . The set

A(s, t) := {A(π(s, t)) | π is unique shortest path}

is called the preference space subdivision from s to t (see Figure 2).

The following lemma says that counting the unique shortest paths between two nodes s

and t is equal to counting the cells in the preference space subdivision A(s, t) (see Figure 2
for an example).

▶ Lemma 2.5. Given a graph G(V, E). A path π in G is a unique shortest path if and only
if A(π) has non-zero volume.

Proof. Given a shortest path π(s, t). If π is a unique shortest path we find a preference α

such that c(π, α) is strictly less than the aggregated cost of all other st-paths. Since the
aggregated cost is continuous regarding the preference α we can find an ϵ > 0 such that the
sphere with radius ϵ and midpoint α is contained in A(π).

On the other hand, if A(π) has non zero volume, one can find a sphere within A(π) that
does not touch the boundary of A(π). Obviously, for any preference in this sphere π is the
unique shortest st-path. ◀

3 Bounds on the Number of Shortest Paths

In this section we investigate upper and lower bounds on the number of shortest paths and
unique shortest paths.

3.1 Multi-edge Path Graphs
▶ Definition 3.1. A multi-edge path graph is a directed graph G(V, E) with n vertices
V := {v1, v2, . . . , vn} and the property e := (vi, vj) ∈ E ⇒ j = i + 1. Multiple edges
between the same pair of nodes are allowed.

Figure 3 shows an example path graph. There are 2-metric path graphs with n nodes
and 2n − 2 edges that have Θ(2n) shortest paths between v1 and vn. The same statement
holds for Pareto-optimal paths. See Figure 4 for a sketch of the proof.

EuroCG’22
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Figure 2 Example preference space subdivision (with d = 3) from a real world street network for
bicyclists in Germany. Each cell is a preference polyhedron A(π) of a unique shortest path π.

Figure 3 Example path graph

tvus

(8,0)

(0,8)

(4,4)

(6,2)

(8,0)

(7,1)

4 8 12 16 20 24

4

8

12

16

Figure 4 Each path from s to t in the path graph corresponds to a distinct point on the line
y = 24 − x in the cost space on the right. They are all optimal for αT = (0.5, 0.5). Only (11, 13)
(e.g., for αT = (1, 0)) and (22, 2) are unique shortest.
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3.2 Preference Spaces of multi-edge Path Graphs
In the following we will show that unique shortest paths behave quite differently.

▶ Lemma 3.2. Given a path graph G(V, E) and a path π in G. Then for the preference
polyhedron A(π) we have

A(π) =
⋂

e∈π

A(e).

Lemma 3.2 implies that in a path graph G we obtain the preference space subdivision
A(v1, vn) by computing the overlay of A(v1, v2), A(v2, v3) and so forth until A(vn−1, vn)
as illustrated in Figure 5. This is the main ingredient of the proof of Lemma 3.3.

v3v2v1

(4/7/50)

(5/5/50)

(7/4/50)

(7/50/4)

(5/50/5)

(4/50/7)

Figure 5 Top: Example graph G with nine unique shortest paths. Bottom: (d − 1)-dimensional
Preference space subdivisions A(v1, v2), A(v2, v3) and A(v1, v3) of G (from left to right). The
preference space subdivision A(v1, v3) is the intersection of A(v1, v2) and A(v2, v3).

▶ Lemma 3.3. Given a d-metric path graph G(V, E). There are O
((

n∆2)d−1
)

unique
shortest paths between any two nodes in G, where ∆ is the maximum node (out)degree in G.

Proof. We first consider two consecutive nodes vi and vi+1 and their preference space
subdivision A(vi, vi+1). For each pair of edges e1, e2 from vi to vi+1 consider the hyperplane

H(e1, e2) := {α ∈ Pd | (c(e1) − c(e2))T
α = 0}.

All boundaries of preference polyhedra in A(vi, vi+1) are supported by such hyperplanes.
Since there are O(∆2) edge pairs from vi to vi+1, the preference polyhedra in A(vi, vi+1)
are separated by O(∆2) hyperplanes. From Lemma 3.2 it follows that the preference space
subdivision A(v1, vn) is the overlay of A(v1, v2), A(v2, v3), . . . , A(vn−1, vn). Therefore,
the preference polyhedra in A(v1, vn) are separated by O(n∆2) hyperplanes. Considering
A(v1, vn) as an arrangement with O(n∆2) hyperplanes it follows that there are O(

(
n∆2)d−1)

cells or preference polyhedra in A(v1, vn) (the preference space Pd is (d−1)-dimensional). ◀
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We show that the upper bound in Lemma 3.3 is tight up to the factor ∆2d−2 by
constructing an arbitrary arrangement of n hyperplanes within the preference space. The
following lemma says that we can in fact construct such arbitrary hyperplanes.

▶ Lemma 3.4. For any halfspace h ⊂ Rd−1 with h ∩ Pd ̸= ∅, there exist a path graph with
two nodes, two edges and respective edge cost vectors such that A(e1) ⊂ h and A(e2) ∩ h has
0 volume.

This can be shown by choosing c(e1), c(e2) appropriately. All that remains is to show that
having n hyperplanes there is an arrangement with Ω(nd−1) cells within the preference space.

▶ Theorem 3.5. There are d-metric path graphs with n nodes, 2n − 2 edges and Θ
(
nd−1)

unique shortest paths between two nodes.

Proof. We know that in general position (d − 1)-dimensional arrangements with n hyper-
planes have Θ

(
nd−1) cells. From Lemma 3.4 we know that we can translate any arrangement

within the preference space into a path graph with two outgoing edges per node. We need
one node and two edges per hyperplane (plus one end node). All that remains is to show that
there are arrangements with Θ

(
nd−1) cells within the preference space. Since the preference

space Pd is a (d − 1)-dimensional simplex we can place a (d − 1)-dimensional sphere in it
with positive volume. Having any arrangement with n hyperplanes and Θ

(
nd−1) vertices

we can scale it down such that all vertices of the arrangement fit into this sphere. Clearly,
with this new arrangement we still have n hyperplanes and Θ

(
nd−1) cells in the preference

space. ◀

3.3 Bounds for General Graphs
Let us now consider general graphs. Since most graphs do not contain multi-edges, we restrict
our considerations to this case. First, we introduce the family of layered graphs.

3.3.1 Layered Graphs
▶ Definition 3.6. A layered graph L(V, E, r, c) is a graph without multi-edges that is
partitioned into r disjoint node sets V1, V2, . . . , Vr with c nodes each such that any edge
(v, u) ∈ E connects nodes of consecutive node sets (also called layers of L), i.e., there is an
index i with v ∈ Vi and u ∈ Vi+1.

Figure 6 Example layered graph with c = 3 and r = 5.
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▶ Lemma 3.7. Given a d-metric layered graph L(V, E, r, c). There are O(rdc2d
√

r) unique
shortest paths between a node in the first and a node in the last layer of L.

Proof. Let T (r, c) be the maximum possible number of unique shortest paths between a
node v1 of the first layer and a node vr of the last layer of any layered graph L(V, E, r, c).
Our approach to find an upper bound for T is to decompose L into path graphs and to use
Lemma 3.3 for each of them. It is clear that for two numbers r1 < r2 and a fixed number c

it holds T (r1, c) ≤ T (r2, c). Let r0 = 1 < r1 < · · · < rk = r be k + 1 layers of graph L with
ri − ri−1 ≤ ⌈ r

k ⌉ for each 1 ≤ i ≤ k. Thus, from a node vri−1 in layer ri−1 to a node vri
in

layer ri there are at most T
(
⌈ r

k ⌉ + 1, c
)

unique shortest paths. We remove all layers that do
not belong to the k + 1 chosen layers and connect the k + 1 layers with the unique shortest
paths between consecutive layers. In that way, all unique shortest paths between the first
and the last layer are preserved. In the new graph there are ck−1 node sequences to reach
vr from v1. Each node sequence can be considered as a path graph with k + 1 nodes and
maximum node degree ∆ ≤ T

(
⌈ r

k ⌉ + 1, c
)
. Hence, with Lemma 3.3 we get

T (r, c) ∈ O

(
ck−1

(
k · T

(⌈ r

k

⌉
+ 1, c

)2
)d−1

)
.

Setting k = ⌈√
r⌉ we get

T (r, c) ∈ O

(
c⌈√

r⌉−1
(

⌈√
r⌉ · T

(
⌈√

r⌉ + 1, c
)2
)d−1

)

⇒ T (r, c) ∈ O
(

c
√

r · r
d−1

2 · T
(
⌈√

r⌉ + 1, c
)2(d−1)

)
.

A trivial upper bound for T (r, c) is cr−2 as this is the number of all possible paths. Thus,
with T (⌈√

r⌉ + 1, c) ≤ c
√

r it follows

T (r, c) ∈ O
(

c
√

r · r
d−1

2 · c2(d−1)
√

r
)

⇒ T (r, c) ∈ O
(

rdc2d
√

r
)

.

◀

3.3.2 Extending Upper Bounds to general Graphs
To be able to generalize our results from the previous section, we first show how to represent
any graph without multi-edges as layered graph without losing unique shortest paths in the
process. Then we use this representation to derive general bounds.

▶ Definition 3.8. Given any graph G(V, E) with n nodes, m edges and without multi-edges.
The layered graph L of G has n rows and n columns. Each row of L consists of one copy of
V and there is one copy of E between each two consecutive rows. Each edge points from one
row to the next while the end nodes are the same as in G.

See Figure 7 for an example. The following lemma allows us to focus on layered graphs
regarding general upper bounds.

▶ Lemma 3.9. Given a graph G(V, E) without multi-edges and its layered graph L. Then
for any two nodes vi, vj ∈ V it holds

|A(vi, vj)| ≤
n∑

r=1
|A(vi, 1, vj, r)|.

EuroCG’22
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v1v2

v3
v1,1 v2,1 v3,1

v1,2 v2,2 v3,2

v1,3 v2,3 v3,3

Figure 7 Graph G (left) is translated into a layered graph L (right).

Lemma 3.9 can be proved by showing that any unique shortest path in G can be mapped
injectively to an unique shortest path in L.

▶ Theorem 3.10. In any d-metric graph G(V, E) with n nodes there are O(n2d
√

n+d+1)
unique shortest paths between any two nodes.

Proof. Follows from Lemma 3.9 and Lemma 3.7 when choosing r = n and c = n. ◀

4 Conclusion

In this paper we gave upper and lower bounds on the maximum number of ’optimal’ paths
in multicriteria networks. In case of Pareto-optimality, it is well-known that an exponential
(in the number of nodes) many optimal paths exist. We show that for a commonly used
model of linear aggregation (very popular, e.g., for personalized route planning) the number
of optimal paths is subexponential in the graph size, yet possibly exponential in the number
of criteria.
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Abstract
We present an algorithm that preprocesses a set of n tetrahedra (3-simplices) in R4 into a data
structure for answering ray shooting queries amid the given tetrahedra. Specifically, we show that
the classical approach to ray shooting amid triangles in R3, as described in Pellegrini [6], can be
extended in a nontrivial manner to solve the four-dimensional problem with O∗(s) storage and query
time O∗(n/s1/6), for any storage parameter s between n and n6 (where the O∗(·) notation hides
polylogarithmic factors or factors of the form O(nε), for any ε > 0). This problem arises as a basic
ingredient in collision detection in a collection of moving objects in three dimensions. As far as we
can tell, the problem has not been previously studied.

1 Introduction

In this paper we consider an extension to four dimensions of the classical ray shooting problem,
which has mostly been studied in two and three dimensions. In a general setting, we are
given a collection S of n simply-shaped objects, and the goal is to preprocess S into a data
structure that supports efficient ray shooting queries, where each query specifies a ray ρ and
asks for the first object of S hit by ρ, if such an object exists.

The main motivation for ray shooting comes from visibility and rendering problems in
computer graphics, modeling, and related topics. The input objects can have various shapes,
e.g., triangles in R3, disks or spheres, and so on. A recent summary of the state of the art in
ray shooting is given by Pellegrini [6].

In this work we extend the setup of 2D triangles in R3 to 3D tetrahedra in four dimensions.
Besides being an interesting problem in its own right, it arises, e.g., when we want to perform
ray shooting (that is, visibility) queries in a time-varying scene. Concretely, we can think of
a ray as the space-time trajectory of some particle that moves from some starting position at
constant velocity, and the query asks for the first (time-varying) object that the particle will
hit. In this example the ray direction is arbitrary, and the input objects are n (not necessarily
pairwise openly disjoint) tetrahedra in R4. As another application, one may think of a video
game, or a simulator, in which objects pop up, move on the screen, and then disappear. In
this application, though, the query rays are all ‘horizontal’, i.e., orthogonal to the fourth,
time axis.

∗ Work by Esther Ezra was partially supported by NSF CAREER under grant CCF:AF-1553354 and
by Grant 824/17 from the Israel Science Foundation. Work by Micha Sharir was partially supported
by ISF Grant 260/18, by grant 1367/2016 from the German-Israeli Science Foundation (GIF), and by
Blavatnik Research Fund in Computer Science at Tel Aviv University.
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As far as we can tell, this problem has not been explicitly studied so far. We present a
solution in which the problem is reduced to a range searching problem in a suitable parametric
space, which, in the case of (lines supporting) rays in R4, is six-dimensional. By carefully
adapting and combining off-the-shelf techniques, we are able to solve the problem so that,
allowing s storage for the structure, a ray shooting query can be answered in O∗(n/s1/6)
time, for any n ≤ s ≤ n6.

2 A Detailed Description of the Algorithm

Let T be a set of n input tetrahedra in R4. Before presenting the algorithm, we note that
we use the parametric search technique of Agarwal and Matoušek [3], which reduces ray
shooting queries to segment intersection emptiness queries. That is, the query specifies a
segment e, and needs to determine whether e intersects any of the input tetrahedra.

To obtain a tradeoff between the storage of the structure and the query time, our algorithm
uses a primal-dual approach. However, both the primal and dual setups suffer from the
fact that segments and tetrahedra require too many parameters to specify. Specifically, a
segment requires eight parameters (e.g., by specifying its two endpoints), while a tetrahedron
requires 16 parameters (e.g., by specifying the coordinates of its four vertices). But if we
use a multi-level data structure, where each level caters to one aspect of the condition that
a segment crosses a tetrahedron, at each of these levels, the number of parameters that a
segment or a tetrahedron requires is at most six.

Specifically, the condition that a segment e, that lies on a line ℓ, intersects a tetrahedron
∆, supported by a hyperplane h∆, is the conjunction of the following conditions:

(i) The two endpoints of e lie on different sides of h∆.
(ii) With a suitable choice of a direction of ℓ and an orientation of ∆, ℓ has a positive

orientation with respect to each of the 2-planes that support the four 2-faces of ∆.

Concrete details concerning condition (ii) are given below. Conditions (i) and (ii) are
the conjunction of six sub-conditions, where each of the first two tests the position of some
endpoint of e with respect to the hyperplanes h∆, and each of the other four tests the
orientation of ℓ with respect to the planes supporting specific 2-faces of the tetrahedra.
Consequently, the dual structure has six levels, two for testing for the sub-conditions
comprising condition (i) and four for the sub-conditions comprising condition (ii).

More precisely, each but the last level collects all the tetrahedra ∆ in a canonical set
produced by the preceding levels that satisfy the corresponding sub-condition for the query
segment (that a specific endpoint of e lies in a specific side of h∆ for the first two levels, and
that the oriented 2-plane supporting a specific 2-face of ∆ is positively oriented with respect
to ℓ for the last four levels), as the disjoint union of precomputed canonical sets of tetrahedra.
The last level just tests whether the last sub-condition is satisfied for any tetrahedron in the
current canonical set.

We use the fact that lines in R4 require six real parameters to specify. The space of
lines in R4 is actually projective, but for simplicity of presentation we regard it as a real
space, and ignore the special cases in which the real representation fails. Handling these
cases follows the same approach, and is in fact simpler.

One simple way to represent a line ℓ in R4 is by the points u0
ℓ = (x0, y0, z0, 0) and

u1
ℓ = (x1, y1, z1, 1) at which ℓ crosses the hyperplanes w = 0 and w = 1, respectively

(ignoring lines that are orthogonal to the w-axis), so the line ℓ can be represented as the
point pℓ = (x0, y0, z0, x1, y1, z1) in R6, as desired.
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Similarly, 2-planes in R4 also require six parameters to specify. This is simply because
the duality in R4 maps lines to 2-planes and vice versa, but a concrete way to represent
2-planes by six parameters is to specify three points on a 2-plane π that are intersections of
π with three fixed 2-planes, such as, say, x = y = 0, x = 0 and y = 1, and x = y = 1 (again
ignoring special directions of π). Each of the intersection points has two degrees of freedom
(as two of its coordinates are fixed), for a total of six. Denote these points as v

(00)
π , v

(01)
π , and

v
(11)
π , and put qπ =

(
v

(00)
π , v

(01)
π , v

(11)
π

)
, listing only the w- and z-coordinates of each point,

so qπ is a point in R6. (This is of course only one way to represent a 2-plane in R4, and there
are many other ways where the representation requires only six parameters. For example,
one can take the two projections of the 2-plane onto the xyz-space and the yzw-space, say.
Nevertheless, the above representation is useful for our analysis so we adopt it.)

These observations are meaningful only for the last four levels of the structure. The first
two levels are simpler, as they deal with points (the endpoints of e) and hyperplanes (those
supporting the tetrahedra of T ) in R4. Thus each of the first two levels is a halfspace range
searching structure for points and halfspaces in R4. (Actually, this is the case when we pass
to the dual 4-space; in the primal we have a point-enclosure problem, where the query is
a point and the input consists of halfspaces (or hyperplanes).) Using standard techniques
(see, e.g., [1]), this can be done, for N halfspaces in the current canonical subset, and using
O∗(N) storage, so that a query costs O∗(N3/4) time.1 As we will shortly see, this cost will be
subsumed by the query time bounds for the last four levels. The cost of a query includes the
cost of reporting its output, as a list of canonical sets (but not of enumerating the elements
of these sets, which is not needed anyway).

We next consider the (more involved) situation in the last four levels of the structure.
Here the query segment is replaced by its supporting line ℓ, and each tetrahedron ∆ is
replaced by the 2-plane supporting a specific 2-face of ∆. In the primal setup, the line
ℓ is represented as a point in (projective) 6-space, in the manner just described, and a
tetrahedron ∆, represented by a suitable 2-plane π, is represented as a semi-algebraic region
Kπ, consisting of all points that represent (directed) lines that are positively oriented with
respect to π. In the dual setup, the 2-planes π are represented as points in R6, and the query
line ℓ is represented as a semi-algebraic region Qℓ that consists of all (oriented) 2-planes that
are positively oriented with respect to ℓ.

The orientation test of ℓ with respect to π amounts to computing the sign of the 5 × 5
determinant

∣∣∣∣∣∣∣∣∣∣∣

u0
ℓ 1

u1
ℓ 1

v
(00)
π 1

v
(01)
π 1

v
(11)
π 1

∣∣∣∣∣∣∣∣∣∣∣

, (1)

with a suitable orientation of the pair of points u0
ℓ , u1

ℓ on ℓ (dictating the direction of ℓ), and
of the triple of points v

(00)
π , v

(01)
π , v

(11)
π on π (dictating the orientation of π).

To compute these signs, at each of the four latter levels of the structure, we use a
primal-dual approach, where the top part of the structure is in the primal, and at each of its
leaf nodes we pass to the dual.

1 A tradeoff between storage and query time is also available, but we will not need it here.
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The dual setup. The dual setup is simpler, so we begin with its description. In the dual
setup, each tetrahedron ∆ of the current canonical subset of T is mapped to the point
qπ =

(
v

(00)
π , v

(01)
π , v

(11)
π

)
in R6, where π is the 2-plane supporting the 2-face of ∆ that

corresponds to the present level. The query line ℓ is mapped to a semi-algebraic region Qℓ in
R6, consisting of all points that represent (oriented) 2-planes that have positive orientation
with respect to ℓ; Qℓ is a semi-algebraic region of constant complexity, consisting of those
points qπ for which the determinant in (1) is positive (the corresponding polynomial is cubic
in qπ). As already mentioned, the task at hand, at each but the last level, is to collect the
points qπ that lie in Qℓ, as the disjoint union of a small number of precomputed canonical sets
of tetrahedra, and the task at the last level is to determine whether Qℓ contains any point
qπ, for π corresponding to tetrahedra ∆ in the present canonical subset of T . In other words,
we have, at each of these levels, a problem involving range searching with semi-algebraic sets
in R6. Using the algorithm of Matoušek and Patáková [5], which is a simplified version of
the algorithm of Agarwal et al. [4], this can be done, for N tetrahedra with O∗(N) storage,
so that a query takes O∗(N5/6) time (including the cost of reporting the output canonical
sets). See [1, Theorem 6.1] for more details.

The primal problem. With this tool as a black box, we go back to the primal structure, at
each of the last four levels. As noted, the problem that we face there is a point enclosure
problem, where the input consists of some N constant-complexity semi-algebraic regions in
R6 of the form Kπ, as defined earlier, the query is the point pℓ that represents ℓ, as defined
earlier, and the task is to collect all the regions Kπ that contain pℓ, as the disjoint union of
a small number of precomputed canonical sets, or, at the last level, to determine whether pℓ

is contained in any such region.
This problem has recently been studied in Agarwal et al. [2], using a multilevel polynomial

partitioning technique, but only for the case where we allow maximum storage for the structure
(that is, O∗(N6) in our case) and want the query time to be logarithmic. We next show that
the structure can be modified so that its preprocessing stops “prematurely” when its overall
storage attains some prescribed value, and each of the subproblems at the new leaves can be
handled via the dual algorithm presented above.

The crucial tool in [2], on which their approach is based, is the following result. We give
here a restricted specialized version that suffices for our purposes (where the set Ψ below
consists of the boundaries of the regions Kπ):

[A specialized version of Agarwal et al. [2, Corollary 4.8]] Given a set Ψ of N constant-
degree algebraic surfaces in R6, and a parameter 0 < δ < 1/6, there are finite collections
Ω0, . . . , Ω6 of semi-algebraic sets in R6 with the following properties.

For each index i, each cell ω ∈ Ωi is a connected semi-algebraic set of constant complexity.
For each index i and each ω ∈ Ωi, at most N

4|Ωi|1/6−δ surfaces from Ψ cross ω (intersect ω

without fully containing it).
The cells partition R6, in the sense that

R6 =
6⊔

i=0

⊔

ω∈Ωi

ω,

where
⊔

denotes disjoint union. The sets in Ω0, . . . , Ω6 can be computed in O(N) expected
time, where the constant of proportionality depends on δ, by a randomized algorithm. For
each i and for every set ω ∈ Ωi, the algorithm returns a semi-algebraic representation of ω, a
reference point inside ω, and the subset of surfaces of Ψ that cross ω.



E. Ezra, M. Sharir and T. Tsabari 36:5

Due to lack of space, we defer the rest of the details of the analysis to the full version of
this paper. This eventually leads to the following main result:

▶ Theorem 2.1. Given a collection T of n tetrahedra in R4, and any storage parameter s

between n and n6, we can preprocess T into a data structure of size O∗(s), in O∗(s) time, so
that we can answer any ray shooting query in T in O∗(n/s1/6) time.

▶ Remark. It seems that this technique can be extended to any dimension d. In that case
the structure has d + 2 levels. The first two levels ensure that the endpoints of the query
segment e lie on different sides of the hyperplane containing the input simplex ∆, and are
implemented by halfspace range searching structures in Rd. The last d levels ensure that the
line containing e has positive orientation with respect to each of the (d − 2)-flats containing
the facets of ∆, with suitable orientations of the line and the flats. Since lines and (d−2)-flats
in Rd have 2d − 2 degrees of freedom, these levels are implemented using semi-algebraic
range searching structures in R2d−2. Hence the cost of the query at each of the last d levels
dominates the overall cost, which is thus O∗(n/s1/(2d−2)).
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Abstract
Let P be a set of points in a metric space, where each point p ∈ P has an associated transmission
range, denoted ρ(p). The range assignment ρ induces a directed communication graph Gρ(P ) on P ,
which contains an edge (p, q) iff |pq| ⩽ ρ(p). In the broadcast range-assignment problem, the goal
is to assign the ranges such that Gρ(P ) contains an arborescence rooted at a designated root node
and the cost

∑
p∈P

ρ(p)α of the assignment is minimized, where α > 1 is some constant. We
study the dynamic version of the problem, where points can be inserted into or deleted from P . In
particular, we study trade-offs between the stability of the solution—the number of ranges that are
modified when a point is inserted or deleted—and its approximation ratio. In the full version of
the paper [11], we study such trade-offs in R1, in S1, and in R2. In this short note we focus on the
problem in S1, where we show that a so-called stable approximation scheme does not exist.

Related Version arXiv:2112.05426

1 Introduction

The broadcast range-assignment problem. Let P be a set of points in Rd, representing
transmission devices in a wireless network. By assigning each point p ∈ P a transmission
range ρ(p), we obtain a communication graph Gρ(P ). The nodes in Gρ(P ) are the points
from P and there is a directed edge (p, q) iff |pq| ⩽ ρ(p), where |pq| denotes the Euclidean
distance between p and q. The energy consumption of a device depends on its transmission
range: the larger the range, the more energy it needs. More precisely, the energy needed
to obtain a transmission range ρ(p) is given by ρ(p)α, for some real constant α > 1 called
the distance-power gradient. In practice, α depends on the environment and ranges from 1
to 6 [13]. Thus the overall cost of a range assignment is costα(ρ(P )) :=

∑
p∈P ρ(p)α, where

we use ρ(P ) to denote the set of ranges given to the points in P by the assignment ρ.
The goal of the range-assignment problem is to assign the ranges such that Gρ(P ) has
certain connectivity properties while minimizing the total cost [3]. In the broadcast range-
assignment problem this property is that Gρ(P ) contains a broadcast tree, i.e., an arborescence
rooted at a given source s ∈ P .

The static version of broadcast range-assignment problem has been studied extensively,
both in R1 and in R2 [1, 2, 4, 5, 6, 7, 8, 9, 12]. Our interest lies in the dynamic version,
where points can be inserted into and deleted from P (except the source, which should always
remain present). This corresponds to new sensors being deployed and existing sensors being
removed. The question we want to answer is: is it possible to maintain a close-to-optimal
range assignment that is relatively stable, that is, an assignment for which only few ranges
are modified when a point is inserted into or deleted from P? And which trade-offs can be
achieved between the quality of the solution and its stability?

To the best of our knowledge, the dynamic problem has not been studied so far. The
online problem, where the points from P arrive one by one (there are no deletions) and it
is not allowed to decrease ranges, is studied by De Berg et al. [10]. When ranges cannot
be decreased, a bounded approximation ratio cannot be achieved [11]. By allowing to also
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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decrease a few ranges, it turns out to be possible to maintain solutions whose cost is very
close to the static optimum.

Our contribution. Before we state our results, we first define the framework we use to
analyze our algorithms. Let P be a dynamic set of points in Rd, which includes a fixed
source point s that cannot be deleted.

An update algorithm alg for the dynamic broadcast range-assignment problem is an
algorithm that, given the current solution (the current ranges of the points in the current
set P ) and the location of the new point to be inserted into or deleted from P , modifies
the range assignment so that the updated solution is a valid broadcast range assignment
for the updated set P . We call such an update algorithm k-stable if it modifies at most k

ranges when a point is inserted into or deleted from P . Here we define the range of a point
currently not in P to be zero. Thus, if a newly inserted point receives a positive range it will
be counted as receiving a modified range; similarly, if a point with positive range is deleted
then it will be counted as receiving a modified range.

We are not only interested in the stability of our update algorithms, but also in the
quality of the solutions they provide. We measure this in the usual way, by considering the
approximation ratio of the solution. Of particular interest are so-called stable approximation
schemes, defined as follows. (In the context of dynamic scheduling problems, a related
concept has been introduced under the name robust PTAS [14, 15].)

▶ Definition 1. A stable approximation scheme, or SAS for short, is an update algorithm
alg that, for any given yet fixed parameter ε > 0, is k(ε)-stable and that maintains a
solution with approximation ratio 1 + ε, where the stability parameter k(ε) only depends on
ε and not on the size of P .

Recall that costα(ρ(P )) :=
∑

p∈P ρ(p)α, is the cost of a range assignment ρ, where α > 1
is a constant. To make our results easier to interpret, we state them here only for α = 2.

We present a SAS for the broadcast range-assignment problem in R1, with k(ε) = O(1/ε),
and we prove that this is tight in the worst case.
Our SAS needs to know an optimal solution after each update. The fastest existing
algorithms to compute an optimal solution in R1 run in O(n2) time. We show how to
recompute an optimal solution in O(n log n) time after each update.
In R1 we also show that a 1-stable algorithm with bounded approximation ratio does
not exist when both insertions and deletions must be handled. For the insertion-only
case, however, we give a 1-stable (6+2

√
5)-approximation algorithm. We also give a very

simple 2-stable 2-approximation algorithm, and a 3-stable 1.97-approximation algorithm.
Next we study the problem in S1, that is, when the underlying 1-dimensional space is
circular. This version has, as far as we know, not been studied so far. We first prove
that in S1 an optimal solution for the static problem can always be obtained by cutting
the circle at an appropriate point and solving the resulting problem in R1. This leads to
an algorithm to solve the static problem optimally in O(n2 log n) time. We also prove
that, in spite of this, a SAS does not exist in S1.
Finally, we consider the problem in R2. Based on the no-SAS proof in S1, we show
that the 2-dimensional problem does not admit a SAS either. In addition, we present a
17-stable 12-approximation algorithm for the 2-dimensional version of the problem.

In this short note we only discuss the problem in S1, where we show that a SAS does not
exist. All other results can be found in the full version of the paper [11].
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Figure 1 (i) The instance showing that there is no SAS in S1. (ii) The instance in R2.

2 Non-existence of a SAS in S1

Let P be a set of points in S1, that is, the points lie on a circle and distances are measured
along the circle. Let s ∈ P denote the (fixed) source point for which we want to maintain
a broadcast tree. The clockwise distance from a point p ∈ S1 to a point q ∈ S1 is denoted
by dcw(p, q), and the counterclockwise distance by dccw(p, q). The actual distance is then
d(p, q) := min(dcw(p, q), dccw(p, q)). In the full version we show that an optimal range
assignment for the set P can be obtained from an optimal solution in R1, if we cut S1 at
an appropriate point. We also present a SAS for the problem in R1. Here we show that,
despite of this, a SAS does not exist for the problem in S1.

▶ Theorem 2. The dynamic broadcast range-assignment problem in S1 with distance power
gradient α > 1 does not admit a SAS. In particular, there is a constant cα > 1 such that the
following holds: for any n large enough, there is a set P := {s, p1, . . . , p2n+1} and a point q

in S1 such that any update algorithm alg that maintains a cα-approximation must modify
more than 2n/3 − 1 ranges upon the insertion of q into P .

The rest of this section is dedicated to proving Theorem 2. We will prove the theorem for

cα := min
(

1 + 2α−4 − 1
8 , 1 + 2α−1 − 1

3 · 2α + 2 , 1 +
min

(
2α − 1, 3α−2α−1

2 , 4α−2α−2
3

)

4(2α + 1)

)
.

Note that each term is a constant strictly greater than 1 for any fixed constant α > 1. In
particular, for α = 2 we have cα = 1 + 1

14 .

Let P := {s, p1, . . . , p2n+1}, where dcw(pi, pi+1) = 2 for odd i and dcw(pi, pi+1) = 1 for
even i; see Fig. 1(i). Let dcw(s, p1) = δ, where δα = (2α + 1)n. Finally, let dcw(p2n+1, q) =
dcw(q, s) = xδ, where xα = 1

4 +
( 1

2
)α+1. Note that (1/2)α < xα < 1/2 for any α > 1.

Let ρ(p) denote the range given to a point p by alg. A directed edge (p, p′) in the
communication graph induced by ρ is called a clockwise edge if ρ(p) ⩾ dcw(p, p′), and it is
called a counterclockwise edge if ρ(p) ⩾ dccw(p, p′). Observe that we may assume that no edge
(p, p′) is both clockwise and counterclockwise, because otherwise ρ(p) ⩾ (δ + 3n + 2xδ)/2,
which is much too expensive for an approximation ratio of at most cα. Define the range
ρ(p) of a point in P to be cw-minimal if ρ(p) equals the distance from p to its clockwise
neighbor in P . Similarly, ρ(p) is ccw-minimal if ρ(p) equals the distance from p to its
counterclockwise neighbor. The idea of the proof is to show that before the insertion of q,
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most of the points s, p1, . . . , p2n+1 must have a cw-minimal range, while after the insertion
most points must have a ccw-minimal range. This will imply that many ranges must be
modified from being cw-minimal to being ccw-minimal.

Before the insertion of q, giving every point a cw-minimal range leads to a feasible
assignment of total cost δα + (2α + 1)n = 2δα. After the insertion of q, giving every point
a ccw-minimal range leads to a feasible assignment of total cost 2(xδ)α + (2α + 1)n =
(2xα + 1)δα. So if opt(·) denotes the cost of an optimal range assignment, then we have:

▶ Observation 3. opt(P ) ⩽ 2δα and opt(P ∪ {q}) ⩽ (2xα + 1)δα < 2δα.

We first prove a lower bound on the total cost of the points p1, . . . , p2n+1. Intuitively, only
o(n) of those points can be reached from s or q (otherwise the range of s or q would be
too expensive) and the cheapest way to reach the remaining points will be to use only cw-
minimal or ccw-minimal ranges. A formal proof of the lemma is given in the full version of
the paper [11].

▶ Lemma 4.
∑2n+1

i=1 ρ(pi)α ⩾ (2α + 1)n − o(n), both before and after the insertion of q.

The following lemma gives a key property of the construction.

▶ Lemma 5. The point p2n+1 cannot have an incoming counterclockwise edge before q is
inserted, and the point p1 cannot have an incoming clockwise edge after q has been inserted.

Proof. The cheapest incoming counterclockwise edge for p2n+1 before the insertion of q is
from s, but this is too expensive for alg to achieve approximation ratio cα. Similarly, the
cheapest incoming clockwise edge for p1 is from s, but this is too expensive after the insertion
of q. The computations for both cases can be found in the full version of the paper [11]. ◀

We are now ready to prove that many edges must change from being cw-minimal to being
ccw-minimal when q is inserted.

▶ Lemma 6. Before the insertion of q, at least 4n/3 + 1 of the points from {s, p1, . . . , p2n}
have a cw-minimal range and after the insertion of q at least 4n/3 + 1 of the points from
{q, p1, . . . , p2n} have a ccw-minimal range.

Proof. We prove the lemma for the situation before q is inserted; the proof for the situation
after the insertion of q is similar. Observe that before and after the insertion of q, the
distance between any two points is either 1, 2 or at least 3. Hence, in what follows we may
assume that ρ(p) ∈ {0, 1, 2} ∪ [3, ∞) for any point p ∈ P ∪ {q}.

It will be convenient to define p0 := s (although we may still use s if we want to
stress that we are talking about the source). Recall that p2n+1 does not have an incoming
counterclockwise edge in the communication graph Gρ(P ) before the insertion of q. Let π∗

be a minimum-hop path from s to p2n+1 in Gρ(P ). Since p2n+1 does not have an incoming
counterclockwise edge and π∗ is a minimum-hop path, all edges in π are clockwise. We
assign each point pj with 1 ⩽ j ⩽ 2n + 1 to the edge (pi, pt) in π∗ such that i + 1 ⩽ j ⩽ t,
and we define A(pi, pt) := {pi+1, . . . , pt} to be the set of all points assigned to (pi, pt). We
define the excess of a point pj ∈ A(pi, pt) to be

excess(pj) := 1
|A(pi, pt)|

·


ρ(pi)α −

∑

pℓ∈A(pi,pt)

d(pℓ−1, pℓ)α


 .

We say that an edge (pi, pt) in π∗ is cw-minimal if pi has a cw-minimal range. Note
that if a point pj is assigned to a cw-minimal edge, then this is the edge (pj−1, pj) and
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excess(pj) = 0. Intuitively, excess(pj) denotes the additional cost we pay for reaching pj

compared to reaching it by a cw-minimal edge, if we distribute the additional cost of a non-
cw-minimal edge over the points assigned to it. Because each of the points p1, . . . , p2n+1 is
assigned to exactly one edge on the path π∗, we have

∑

pi∈π∗
ρ(p)α ⩾

2n+1∑

j=1
d(pj−1, pj)α +

2n+1∑

j=1
excess(pj) ⩾ opt(P ) +

2n+1∑

j=1
excess(pj) (1)

where the second inequality follows from Observation 3 and because p0 = s. The following
claim is proved in the full version of the paper [11]. (Essentially, the smallest possible excess
is obtained when |A(pi, pt)| ∈ {1, 2, 3}; the three terms in the claim correspond to these
cases.)

Claim. If pj is not assigned to a cw-minimal edge then excess(pj) ⩾ c′
α, where c′

α =
min

(
2α − 1, 3α−2α−1

2 , 4α−2α−2
3

)
.

Now suppose for a contradiction that less than 4n/3 + 1 points from {s, p1, . . . , p2n+1} have
a cw-minimal range. Then at least 2n/3 + 1 points pj have excess(pj) ⩾ c′

α by the claim
above. By Inequality (1) the total cost incurred by alg is therefore more than

opt(P ) + c′
α · (2n/3) = opt(P ) + c′

α

3(2α + 1) · 2(2α + 1)n (2)

>

(
1 +

min
(
2α − 1, 3α−2α−1

2 , 4α−2α−2
3

)

4(2α + 1)

)
· opt(P ) (3)

⩾ cα · opt(P ) (4)

which contradicts the approximation ratio achieved by alg. ◀

Lemma 6 implies that at least 4n/3 of the points p1, . . . , p2n+1 have a cw-minimal range
before q is inserted, and at least 4n/3 of those points have a ccw-minimal range after the
insertion. Hence, at least 2n + 1 − 2 · (2n/3 + 1) = 2n/3 − 1 points must change from being
cw-minimal to being ccw-minimal, thus finishing the proof of Theorem 2.
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Abstract
A face in a curve arrangement is called popular if it is bounded by the same curve multiple times.
Motivated by the automatic generation of curved nonogram puzzles, we investigate possibilities to
eliminate popular faces in an arrangement by inserting a single additional curve. This turns out to
be already NP-hard; however, we present a probabilistic FPT-approach in the number of such faces.

Related Version arXiv:2202.12175

1 Introduction

Let A be a set of curves which lie inside the area bounded by a closed curve F , called the
frame. All curves in A are either closed or they are open with a start and end point on F .
We refer to A as a curve arrangement, see Figure 1a. We consider only simple arrangements,
where no three curves meet in a point, and all intersections are crossings (no tangencies).

The arrangement A can be seen as an embedded multigraph whose vertices are crossings
between curves and whose edges are curve segments. A subdivides the region bounded by F
into faces. We call a face popular when it is incident to multiple curve segments belonging to
the same curve in A (see Figures 1b-c). We study the following problem: is it possible to
insert an additional curve ` into A, such that no faces of A∪{`} are popular (see Figure 1d)?

Nonograms. Our question is motivated by the problem of generating curved nonograms.
Nonograms, also known as Japanese puzzles, paint-by-numbers, or griddlers, are a popular

∗ A.W. is supported by the Austrian Science Fund (FWF): W1230. The authors are ordered by seniority.

(a) (b) (c) (d)

Figure 1 (a) An arrangement of curves inside a frame. (b) The red curve is incident to the
top right face in two disconnected segments, making the face popular. (c) All popular faces are
highlighted. (d) After inserting an additional curve, no more popular faces remain.
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This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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puzzle type where one is given an empty grid and a set of clues on which grid cells need to be
colored. A clue consists of a sequence of numbers specifying the numbers of consecutive filled
cells in a row or column. A solved nonogram typically results in a picture (see Figure 2 (a)).
There is quite some work in the literature on the difficulty of solving nonograms [1, 3, 5].
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Figure 2 Two nonogram puzzles in solved state. (a) A classic nonogram. (b) A curved nonogram.

Van de Kerkhof et al. introduced curved nonograms, a variant in which the puzzle is
no longer played on a grid but on any arrangement of curves [7] (see Figure 2b). In curved
nonograms, a clue specifies the numbers of filled faces of the arrangement in the sequence
of faces that are incident to a common curve on one side. Van de Kerkhof et al. focus on
heuristics to automatically generate such puzzles from a desired solution picture by extending
curve segments to a complete curve arrangement.

Nonogram complexity. Van de Kerkhof et al. observe that curved nonograms come in
different flavors of increasing complexity — not in terms of how hard it is to solve a puzzle,
but how hard it is to understand the rules (see Figure 3). They state that it would be of
interest to generate puzzles of a specific complexity level; their generators are currently not
able to do so other than by trial and error.

Basic nonograms are puzzles in which each clue corresponds to a sequence of unique faces.
The analogy with clues in classical nonograms is straightforward.
Advanced nonograms may have clues that correspond to a sequence of faces in which some
faces may appear multiple times because the face is incident to the same curve (on the
same side) multiple times. When such a face is filled, it is also counted multiple times; in
particular, it is no longer true that the sum of the numbers in a clue is equal to the total
number of filled faces incident to the curve. This makes the rules harder to understand,
and thus advanced nonograms are only suitable for more experienced puzzle freaks.
Expert nonograms may have clues in which a single face is incident to the same curve
on both sides. They are even more confusing than advanced nonograms.

It is not hard to see that expert puzzles correspond exactly to arrangements with self-
intersecting curves. The difference between basic and advanced puzzles is more subtle; it
corresponds exactly to the presence of popular faces in the arrangement.
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Figure 3 Three types of curved nonograms of increasing complexity [7], shown with solutions.
(a) Basic puzzles have no popular faces. (b) Advanced puzzles may have popular faces, but no
self-intersections. (c) Expert puzzles have self-intersecting curves. We can observe closed curves
(without clues) in (a) and (c).

Figure 4 Some examples of real puzzles (without the clues) with all popular faces highlighted.

One possibility to generate nonograms of a specific complexity would be to take an
existing generator and modify the output. In this paper, we explore what we can do by
inserting a single new curve into the output arrangement. Clearly, inserting more curves will
not get rid of self-intersections, so we focus on changing advanced puzzles into basic puzzles;
i.e., removing all popular faces.

Results. We show in Section 3 that deciding whether we can remove all popular faces from
a given curve arrangement by inserting a single curve – which we call the N1R problem – is
NP-complete. However, often the number of popular faces is small, see Figure 4. Hence, we
are also interested in the problem parametrized by the number of popular faces k; we show
in Section 4 that the problem can be solved by a randomized algorithm in FPT time.

2 Resolving one Popular Face by Adding a Single Curve

As a preparation, we analyze how a single bad face F can be resolved. If F is visited more
than twice by some curve, it is easy to see that it cannot be resolved with a single additional
curve `, and we can immediately abort. Otherwise, there are duplicate edges among the
edges of F , which belong to a curve that visits F twice. As a visual aid, we indicate each
such pair of edges by connecting them with a red curtain, see Figure 5a or 6d.
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Figure 5 Resolving a popular face F

I Lemma 1. To ensure that a popular face F becomes unpopular after insertion of a single
curve ` into the arrangement, it is necessary and sufficient that the curve `

1. visits the face F exactly once;
2. does not enter or exit through a duplicate edge;
3. separates each pair of duplicate edges. In other words, ` must cut all curtains. J

The blue segments in Figure 5b show the ways how ` may pass through a popular face.

3 Removing Popular Faces with a Single Curve is NP-Complete

We reduce the NP-hard problem of finding a non-intersecting Eulerian cycle in a plane
graph G, i.e., a cycle that visits every edge exactly once, such that consecutive edges belong
to a common face [2]. We represent every vertex v and edge (u, v) in G by a vertex gadget
G(v) and an edge gadget G(u, v), consisting of open curves starting and ending at the frame,
resulting in a curve arrangement A. For detailed constructions and analysis see Appendix A
in the full version [6].

Every vertex has even degree. Degree-2 vertices can be eliminated. For degree-4 vertices,
we use the simple construction of Figure 6a. For a vertex v of degree d ≥ 6, G(v) consists of
d− 1 curves (beakers, see Figure 6b) c1, . . . , cd−1 placed symmetrically around the location
of v, which extend outwards to form the incident edges. Each beaker intersects four adjacent
beakers (two on each side), except for cd/2−1 and cd/2+1 (lilac curves). We place an additional
circular beaker cd (the brown curve) to form the intersection pattern of Figure 6c.

All popular faces and the curtains in G(v) are shown in Figure 6d. To cut all curtains
(item 3 in Lemma 1), ` has to enter and exit the orange faces through the blue segments.
This forces ` to traverse these faces (and the degree 2 faces in between) in sequence according
to the central blue chain in Figure 6f. To cut the curtains in the open ends of the beakers `
also has to traverse them outward as shown by the outer blue parts.

Every curve traversing faces of a curve arrangement A corresponds to a path in the dual
graph of A. Since ` is a single curve, all endpoints in G(v) have to be matched up without
creating closed loops or having ` cross itself. Therefore, every endpoint in a beaker ci can only
be connected to the one in either ci+1 or ci−1, corresponding to a non-intersecting Eulerian
cycle connecting the i-th edge to its right or left neighboring edge. The inner endpoints also
have to be connected, and can only connect to the endpoint in cd/2 and one of cd/2±1. This
results in two possible connection pairs, one of which is shown in Figure 6g.

The edge gadget G(u, v) connects two beakers (one from G(u) and G(v)) by routing their
open ends close together, placing three curves over them and bending all curves to either
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(a) Simple gadget (b) Beakers

c1

c4

c2

c3

c7

c6

c5

c8

(c) Construction of G(v) (d) Curtains of G(v)

(e) Dual graph of G(v) (f) Forced paths in G(v) (g) Possible routings of `

Figure 6 (a) Vertex gadget for degree-4 vertices. (b) Basic beaker shapes. (c) Vertex gadget G(v)
for a degree-8 vertex, (d) its curtains and (e) the dual graph of G(v). (f) The highlighted orange
faces in (d) force the blue connections in the dual graph and restrict the dual graph. (g) One of two
symmetric possibilities for the splitting curve `. Light red shows an alternative routing of `.

side as shown in Figure 7 to form two bundles A and B of parallel curves. A and B have
different curves on the outside and therefore cannot create popular faces between them. As
a direct consequence, all popular faces are contained in either a vertex or an edge gadget.

This connects a popular face in G(u) to one in G(v) via a chain of consecutive popular
faces in G(u, v) and ` has to traverse G(u, v) along the thin blue axis. All bundles are routed
through the faces and beakers of other edges until they reach the frame (see Figure 8).

It is now obvious that a curve ` visiting all gadgets and splitting all popular faces of an
arrangement A gives rise to a non-intersecting Eulerian cycle in G, and vice versa. Since
A∪ ` can be represented as a plane graph, we can represent it in polynomial space and verify
in polynomial time if it contains any popular faces and we conclude that N1R is NP-complete.

4 Resolving an Arrangement with Few Popular Faces

In this section, we will show that N1R with k popular faces can be solved by a randomized
algorithm in O

(
2kpoly(n)

)
time, thus placing N1R in the class randomized FPT when

parameterized by the number k of popular faces.
We model the problem as a problem of finding a simple (i.e. vertex-disjoint) cycle in a

modified dual graph G, subject to a constraint that certain edges must be visited:
I Problem (Simple Cycle with Edge Set Constraints). Given an undirected graph G = (V,E)
and k subsets S1, S2, . . . , Sk ⊆ E of edges, find a simple cycle, if it exists, that contains
exactly one edge from each set Si.

EuroCG’22
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u v

Bundle A

Bundle B

G(u) G(v)

Figure 7 G(u, v) connects two beakers with three additional curves creating two bundles, which
lead into incident faces. Any number of other bundles (brown curves) can cross either beaker.

We have one edge set Si for each popular face Fi. To take care of the conditions of Lemma 1,
we use a modified dual graph in which we model the passage through Fi directly by an
edge instead of having a dual node for Fi, see Figure 5b. On each edge of Fi that is not a
double edge, we place a terminal node that represents the entrance or exit through that edge.
Inside Fi, we add an edge between all pairs of terminal nodes that satisfy the conditions of
Lemma 1. These edges form the special set of edges Si corresponding to the face Fi.

Outside Fi, we connect each terminal to the dual node corresponding to the incident face
(unless that face is also popular and does not have a dual node; in that case, the node plays
the role of terminal node in both faces).

I Lemma 2. The simple cycles in the modified dual graph defined above that use exactly one
edge from each set Si are in one-to-one correspondence with the curves that can be added to
the arrangement so that no popular faces remain.

If we want, we can force the curve ` to start and edge at the frame by defining an
additional set Si containing all edges incident to the dual vertex of the outer face.

Now we apply a randomized algorithm for the edge-set constrained simple cycle problem,
adapting an algorithm of Björklund, Husfeld, and Taslaman [4], which computes simple
paths through k specified vertices or (single) edges. Our focus on edges instead of vertices
actually makes the algorithm simpler: it avoids certain technicalities that are associated with
visiting the same edge twice in succession. The extension to sets of edges is straightforward.

I Theorem 3. The problem Simple Cycle with Edge Set Constraints with k edge sets in a
graph with n vertices can be solved with a randomized algorithm in O

(
2kpoly(n)

)
time.

The algorithm assigns a random weight w(e) from a sufficiently large finite field F of
characteristic 2 to every edge e. The weight of a (possibly nonsimple) walk c = (e1, . . . , em) of
length m is defined as the product γ(c) =

∏
e∈c w(e) ∈ F of the edge weights. The algorithm

then computes in a dynamic-programming fashion sums of weights of certain sets C of walks.
Each set C is characterized by the length of the walks, by their starting point and endpoint,
and by the subset of edge sets S that are visited. Eventually, the algorithms computes the
sequence Tm, m = 1, 2, . . . , n of sums of closed walks of length m which use exactly one edge
from each Si. (This condition is explicitly enforced by the dynamic-programming recursion,
leading to the factor 2k.) The condition that the walk should be simple is guaranteed by
the trickery of the field F of characteristic 2: If a walk c contains a cycle, it can be matched
with another walk c′ that uses the same set of edges, but visits the cycle in reverse order.
Therefore γ(c′) = γ(c), and γ(c) + γ(c′) = 0 in F . It is ensured that every nonsimple walk is
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G(v) G(w)

G(u, v) G(u,w)

G(v, w)
Frame

`

G(u)

Figure 8 Schematic representation of three vertex and edge gadgets. The bundles are routed
through beakers of other edges ending at the frame (partially shown at the bottom of the figure). A
possible routing of ` is shown in dark gray.

(a) (b) (c) (d)

Figure 9 Input (a,c) and resulting output (b,d) generated by the implementation; the green
curve is the curve with the smallest number of crossings that resolves the popular faces.

matched exactly once, and hence the nonsimple walks cancel in the sums Tm. If the shortest
simple walk has m edges, it follows that T1 = T2 = · · · = Tm−1 = 0, and it can be shown
that Tm is nonzero with high probability. In this case, such a simple walk can be constructed
in O

(
2kpoly(n)

)
time. See Appendix B in the full version [6] for details.

Connecting all terminals between two runs of consecutive edges in the dual graph incurs a
quadratic blowup in the number of edges. This blowup can be avoided: We cut off each run
of consecutive edges, like fghi, by an additional edge (shown dotted in Figure 5c) and place a
single terminal node there. Now, one has to take care that the cycle does not use two such
terminal edges in succession, like the edges crossing f and h, because such a cycle would not
correspond to a valid curve. This constraint must be added to the problem definition, and
the algorithm modified accordingly, see Appendix D in the full version [6].

Figure 9 shows initial results of an implementation of our algorithm on two small test
instances. More details are given in the full version [6].
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Abstract
The labeling of point features on a map is a well-studied topic. In a static setting, the goal is to
find a non-overlapping label placement for (a subset of) point features. In a dynamic setting, the
set of point features and their corresponding labels changes, and the labeling has to adapt to such
changes. To aid the user in tracking these changes, we can use morphs, here called transitions,
to indicate how a labeling changes. Such transitions have not gained much attention yet, and we
investigate different types of transitions for labelings of points, most notably consecutive transitions
and simultaneous transitions. We give (tight) bounds on the number of overlaps that can occur
during these transitions. When each label has a (non-negative) weight associated to it, and each
overlap imposes a penalty proportional to the weight of the overlapping labels, we show that it is
NP-complete to decide whether the penalty during a simultaneous transition has weight at most k.

Related Version arXiv:2202.11562

1 Introduction

Maps are ubiquitous in the modern world: from geographic to political maps, and from
detailed road networks to schematized metro maps, maps are used on a daily basis. Advances
in technology allow us to use digital maps on-the-fly and in a highly interactive fashion, by
means of panning, zooming, and searching for map features. Besides changes induced by the
user, maps can also change passively, for example automated panning during gps routing, or
changing points of interest when visualizing time-varying geospatial (point) data.

Important features on a map are often labeled. Examples of such features are areas
(such as countries and mountain ranges), curves (for example roads and rivers), and most
importantly points (of interest). The aforementioned interactions force map features and their
corresponding labels to change, by appearing, disappearing, or changing position. Instead of
swapping between the map before and after such changes, we can use morphs, here called
transitions, to allow the user to more easily follow changes in map features and labelings.
Figure 1 shows why such transitions are important: even for two very similar map labelings,
a lot of mental effort can be required to identify the differences.
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#paris#dublin

#graz #bern
#zagreb

#lyon

#oslo #prague

#nizza #athens

#denhaag

#brussels

#munich #london

#madrid

#perugia

#salzburg
#vienna #rome

#porto

#paris#dublin

#graz #zurich
#zagreb

#lyon

#oslo #prague

#athens
#denhaag

#brussels

#riga
#kiev

#milano

Figure 1 A visual scan of the individual labels is necessary to identify all changes [11].
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p p

(a) (b)

Figure 2 (a) The four candidate positions for label l of point p, with l placed in the top-right
position. (b) Labels continuously move between candidate positions using the sliding-position model.

While previous research focused mainly on (the complexity of) computing labelings, in
various static [1, 8, 12], interactive [3, 4, 9, 10], and dynamic [2, 5] settings, in this abstract
we study transitions on maps that show point features P and their labels L. Let P be a
finite point set in R2, where each point pi ∈ P has a label li ∈ L associated to it. Labels
are axis-aligned unit-sized squares in the frequently used four-position model, that is, each
point pi has four possible candidate positions to place label li [8] (see Figure 2a). While
labels are often modeled as arbitrary (axis-aligned) rectangles, we use squares with side
length σ = 1 for simplicity, and show in [7] how our results extend to arbitrary rectangles. A
labeling L ⊆ L of P consists of a set of pairwise non-overlapping labels, and can be drawn
on a map conflict-free, by drawing only the labels that are in L with their associated points.
If the label l ∈ L for a point p ∈ P is not contained in L, we do not draw p either.

Furthermore, we work in a dynamic setting, where points appear and disappear at different
moments in time, and hence the set P changes through additions and deletions. Every time
additions and deletions are made to P , a new overlap-free labeling must be computed, thus
resulting in a change from labeling L1, before the changes, to labeling L2, afterwards. In this
abstract we study different types of transitions from L1 to L2. During such a transition, the
individual labels are allowed to move in the sliding-position model [12] (see Figure 2b). Our
aim is to find transitions that achieve optimization criteria, such as minimizing the number
of overlaps during a transition, or minimizing the time required to perform a transition. To
our knowledge, this is the first time transitions have been studied in this way.

Problem description. Given two (overlap-free) labelings L1 and L2, we denote a transition
between them with L1 −→ L2. Such a transition consists of changes of the following types.

Additions If only label li of a feature point pi must be added, we denote this by L1
Ai−→ L2.

Removals If only label li of a feature point pi must be removed, we denote this by L1
Ri−→ L2.

Movements If only label li of a feature point pi must change from its position in L1 to a new
position in L2, we denote this by L1

Mi−−→ L2. Movements are unit speed and axis-aligned,
in the sliding-position model. Note that a diagonal movement, as in Figure 3a (left),
takes twice as long as a movement to an adjacent position.

A label is stationary if it remains unchanged during a transition. Applying multiple transitions
consecutively is indicated by chaining the corresponding transition symbols: L1

MiMj−−−→ L2

denotes that label li moves before label lj . Furthermore, L1
M−→ L2 is a shorthand for

applying all movement-transitions simultaneously. All these notions extend to additions and
removals, using A and R, respectively, instead of M . A transition has no effect if no point
must be transformed with the respective transition, e.g., even if there are no additions, the
transition L1

A−→ L2 is still applicable; it simply does not modify the labeling.
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(a) (b)

Figure 3 (a) Minimizing overlaps by moving around the gray stationary label. (b) Minimizing
duration by using a single movement along the green arrow, instead of moving along the red arrows.

We aim to identify types of transitions that try to achieve the following goals.

G1– Minimize overlaps While the two labelings are overlap-free, overlaps can occur during
the transition from L1 to L2. Those overlaps should be avoided as much as possible, by,
for instance, adjusting the movement direction of labels, as shown in Figure 3a.

G2– Minimize transition duration The main goal is still to show a map in a (mostly) static
state. Hence, we want to perform the transitions as fast as possible. This can be achieved
by disallowing detours, as in Figure 3b, or by performing the changes simultaneously.

Optimizing both goals simultaneously is often impossible as there can be a trade-off: per-
forming the transition as fast as possible to achieve G2 often leads to unnecessary overlaps,
while preventing as many overlaps as possible to achieve G1 may require more time. However,
to work towards both G1 and G2, we can perform all additions simultaneously, as well as all
removals. Furthermore, if we perform removals before movements, and movements before the
additions, we create free space for the movements, to reduce the number of overlaps without
wasting time. Let X be an arbitrary way of performing all movements required to change
from L1 to L2 (consecutively and/or simultaneously), then we can observe the following.

▶ Observation 1. A transition of the form L1
RXA−−−→ L2 aids in achieving both G1 and G2.

In the following sections we introduce and analyze different transition styles, each a
variant of the style RXA, as prescribed by Observation 1, while filling in X in a unique way.

All omitted proofs and details can be found in the complete version [7].

2 Consecutive Transitions

Naive transitions. Before we can propose more elaborate transition styles, we first evaluate
the potential overlaps for a single label performing its movement. Figure 4a shows how only
a single stationary square label can interfere with the moving label.

▶ Lemma 2.1. In L1
RMiA−−−−→ L2, where only label li moves, at most one overlap can occur.

Next we consider an arbitrary order of all n moving labels in a transition. We define a
conflict graph, which has a vertex for each moving label, and an edge between overlapping
labels. With a packing argument we locally bound the degree of each of the n moving labels
to 14 by considering the start, intermediate, and end position of such a label (these overlaps
are achieved in Figure 4b). By the handshaking lemma this results in at most 7n overlaps.

▶ Lemma 2.2. In L1
RM1 ...MnA−−−−−−−→ L2 at most 7n overlaps can occur.
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(b)(a)

li

li

lj

Figure 4 (a) Since all labels are squares with side length σ, the moving blue label li can overlap
only a single gray stationary label lj . (b) The blue label li overlaps 14 other labels during the
movement transitions. The green labels move before li, red labels move after li.

DAG-based transitions. To refine the naive approach, we model dependencies between
movements in a movement graph, and use it to order movements and avoid certain overlaps.

▶ Definition 2.3 (Movement graph). Let M = {M1 , . . . , Mn} be a set of movements. Create
for each movement Mi ∈ M a vertex vi, and create a directed edge from vi to vj , vi → vj , if
some intermediate or end position of Mj overlaps with the start position of Mi , or the end
position of Mj overlaps with some intermediate position of Mi . If intermediate positions of
Mi and Mj overlap, create the edge vi → vj , i < j. This results in the movement graph GM.

An example for a movement graph is shown in Figure 5.

▶ Theorem 2.4. Movements in L1
RM1 ...MnA−−−−−−−→ L2 can be rearranged such that at most n + m

overlaps occur, if removing m edges transforms GM, with M = {M1 , . . . , Mn}, into a DAG.

Proof. By Lemma 2.1, we know that at most one overlap occurs when moving a single label
to a free end position. This leads to at most n overlaps for n consecutively moving labels, if
no label moves to (or through) a position occupied by a label, which starts moving later.

Let GM be a movement graph with M = {M1, . . . , Mn}. There are two cases:

Case (1) If GM is acyclic, then handling all movements according to any topological ordering
of the vertices of GM produces no additional overlaps.

Case (2) If GM contains cycles, then overlaps may be inevitable because each label in such
a cycle wants to move to or through a position that is occupied by another moving label.
Moreover, as the movements happen sequentially, one label in this cycle must move first
and therefore may cause an overlap. Let m be the smallest number of edges that must be
removed to break each cycle in GM, i.e., the size of a minimum feedback arc set S. As
GM is cycle-free after removing S, case (1) applies and m additional overlaps suffice. ◀

We can see in Figure 5 that this bound is tight. Furthermore, it is not always necessary to
perform all movements consecutively. We can observe that movements which are unrelated in
GM can be performed simultaneously: when no overlap is possible, there is no edge in GM.
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(b)(a)

Figure 5 (a) The blue label is added in this transition and forces n + m inevitable overlaps during
movement (n = 8 and m = 1). Gray labels are stationary. (b) The corresponding movement graph.

3 Simultaneous Transitions

Figure 6 shows three timelines of different transition styles, (1) a naive consecutive transition,
(2) a DAG-based transition, and (3) simultaneous movement. While (1) produces four overlaps
and takes four units of time, (2) and (3) produce no overlaps, and (3) only takes a single unit
of time. This shows that it is sometimes unnecessary to perform the movements consecutively
to minimize overlaps. In this section, we investigate how simultaneous movements influence
the number of overlaps, and the complexity of minimizing overlaps.

▶ Theorem 3.1. In L1
RMA−−−→ L2 at most 6n overlaps can occur, where n is the number of

labels that must be moved, and all movements are performed at unit speed.

Proof sketch. We again use a conflict graph, as for Lemma 2.2, with a more intricate packing
argument than before (see Figure 7). We consider a σ-wide area around the movement of
each label l, and argue where the start positions of labels overlapping l can be located inside
this area. We then bound the degree of each of the n moving labels to 12 (and this degree is
achieved in Figure 7d), which by the handshaking lemma results in at most 6n overlaps. ◀

←
t

←
t

←
t

(1)

(2)

(3)

Figure 6 Comparison of possible movement orderings with respect to G1 and G2.
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l

σ

(a) (b)

l

σ

(c) (d)

Figure 7 Overlapping regions for (a) non-diagonal and (c) diagonal movement of the blue label l.
Label l has at most (b) eight overlaps, (d) twelve overlaps with moving (white) labels. Labels
starting in orange/red areas cannot overlap l, as l moves away, or they overlap the end position of l.

3.1 Complexity of Computing Simultaneous Transitions
In this section, we show that it is NP-complete to minimize the number of overlaps in a
weighted L1

RMA−−−→ L2-transition by choosing the direction of diagonal movements.

▶ Definition 3.2 (Weighted Transition). Let L1
Σ−→ L2 be a transition, where Σ denotes

an arbitrary transition style of additions, movements, and removals, and let w be a weight
function that assigns to each label l ∈ L a non-negative weight w(l) ∈ R+

0 . A weighted
transition L1

Σ−→
w

L2 performs L1
Σ−→ L2, but when two labels li and lj overlap, a penalty of

weight w(li) · w(lj) is introduced. The total penalty W is equal to the sum of penalty weights.

▶ Problem 1. Given a weighted transition L1
RMA−−−→

w
L2 and k ∈ R+

0 , can we assign a
movement direction to each diagonal movement such that the total penalty W is at most k?

▶ Theorem 3.3. It is NP-complete to decide whether W is at most k for L1
RMA−−−→

w
L2.

Proof sketch. Given a movement direction for each label, it is easy to check whether W is
at most k by considering each pair of labels and checking for overlaps. Hence Problem 1 is
contained in NP. For NP-hardness, we reduce from an instance F of Planar Monotone
Max 2-Sat [6]. Figure 8 gives an overview of the required gadgets. Clause and variable
gadgets consist of two opposing labels at their core, corresponding, respectively, to the
assignments of the two literals in a clause, or the binary choice for a variable. For an
unsatisfied clause, an overlap occurs inside the clause gadget, whenever both labels move
towards each other (inwards). The corresponding labels have weight one, and hence such
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¬x ∨ ¬z
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x ∨ y x ∨ zy ∨ z

¬y ∨ ¬z

¬x
x ¬x

x

x

¬x ∨ ¬y

¬x
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Figure 8 Reduced instance for the formula F = (¬x ∨ ¬z) ∧ (¬x ∨ ¬y) ∧ (¬y ∨ ¬z) ∧ (x ∨ y) ∧
(y ∨ z) ∧ (x ∨ z). The weight of white and green labels is n + 1 and 1, respectively.

an overlap would incur a penalty of weight one. A variable gadget has two opposing labels
for setting the variable to true or false. Choosing a movement direction outward from the
variable gadget, for example on the “true”-side, will cause a domino effect, propagating
towards the gadgets of clauses with negative occurrences of this variable. There it results in
inward movement, and hence this corresponds to setting the variable to not be false (and thus
be true). Choosing the outward movement for both variable states is never beneficial: that
variable is neither true nor false. The movement directions chosen in the variable gadgets are
propagated to the appropriate clauses using the (planar) embedding of the incidence graph
of F . All labels outside of clause gadgets have weight n + 1 and hence producing an overlap
outside of a clause gadget will result in a large penalty of weight greater than n. As such, we
either have movement directions that produce a total penalty of at most k for some positive
k < n, and overlaps correspond to unsatisfied clauses, or we have a total penalty of at least n,
and no clauses can be satisfied (or the variable assignment is inconsistent). Thus, n − k

clauses are satisfiable in F , if and only if we have k overlaps in our reduced instance. ◀

4 Conclusion

In this abstract we performed a first investigation into the number of overlaps produced by
transitions on labelings of points, and started by proving tight upper bounds for various
transition styles. Finally, we showed that it is NP-complete to decide whether a weighted
simultaneous transition has a penalty of at most k. We see this abstract as a first step
towards understanding such transitions in map labeling. Therefore we have many open
questions for future work, such as:

Do transitions work well in practice? Can we verify our results with a prototype?

EuroCG’22
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Should we develop new transition styles or improve the existing ones? Can we utilize more
structured movement, like performing all movements in the same direction simultaneously?
Is choosing the direction of labels in simultaneous transitions still NP-hard in the unit
weight case?
Can we analyze transitions from the point of view of (algorithmic) stability?
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Abstract
Given is a set of regions in Rd, in the region-based uncertainty model. We show here how to
preprocess these regions so that if one point per region is specified with precise coordinates, in the
query phase, the diameter of the query points can be computed faster than the scratch. We discuss
a (1 + ϵ)-approximation algorithm with running time O( n

ϵd ) for answering such queries, for a set of
pairwise disjoint unit balls, after spending O(n log n + n

ϵd ) time for preprocessing.

1 Introduction

It is a common assumption in different areas of computational geometry that the input is a
set of points. However, we usually face the problems at which the input is not precise due to
several resources generated by bounded precision of measuring devices, rounding errors, etc.
In some cases, we already know in which region each particular point would lie, however,
the exact locations of the points are still unknown. One may assume such a region as an
imprecise point, that could be a disk, rectangle, line segment, etc. This uncertainty model is
called region-based by Löffler and van Kreveld [11].

There are numerous exact and approximation algorithms for processing uncertain data.
Designing an exact algorithm that works for all possible instances may produce a big data
structure and may need time-consuming calculations. As a result, these algorithms demand
much time and space as their inputs are indeed superset compared to the standard algorithm,
where the input is a set of points. There have been efforts to resolve this problem by careful
analysis of the worst- or the best-case behavior of the input, however, all cases are likely
to happen. Another standpoint is preprocessing uncertain data for speeding-up the further
computations on precise instances received later. We address the diameter problem in this
context.
▶ Problem 1 (Diameter Query). Let D = {d1, . . . , dn} be a set of balls in Rd. For a given
query point set Q = {p1, . . . , pn}, where pi ∈ di, our objective is to find the diameter of Q in
o(dn2) time, after preprocessing. We call the set Q a realization of D; see Figure 1.

Related work. The region-based model of imprecision was introduced and extensively
studied by Löffler and van Kreveld. Several models are already established for processing a
set of imprecise points for (possibly) speeding up the sorting problem [19], computing an
arbitrary triangulation [9, 20], the Delaunay triangulation [2, 12], and the convex hull of a
query set in R2 [4]. In particular, it is previously shown that for a set of imprecise points
modeled as convex polygons, with totally O(n) vertices, an arbitrary triangulation of a query
set with one point in each region can be computed in O(n) time after spending O(n log n) for
the preprocessing [20]. The same problem was also studied in [12] at which the same results
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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(a) (b)

Figure 1 Problem definition: (a) A set D of 6 imprecise points modeled as unit balls, (b) and
the diameter of two different realizations of D.

also hold for computing a Delaunay triangulation. See also [2, 9]. For a set of imprecise
points in the plane modeled as lines, it is shown that the preprocessing does not speed up
the closest pair computation, the Delaunay triangulation, and the sorting problem on the
realizations received later [4], where they lie on given lines known in advance. However, in
the same paper, it is shown that preprocessing a set of lines, can speed up computing the
convex hull of the points (on those lines) received later.

The diameter of a set of points is the maximum pairwise distance between the points
in the set. Computing the diameter of a set of points has a long history. It is shown that
computing the diameter in Rd needs Ω(n log n) time in any algebraic decision tree, by a
reduction from the set disjointedness problem. But the best-known algorithm for computing
the diameter in Rd takes O(min{nd log n, n2 logs−2 n, n2ds−2}) time, where s ≈ 2.376 [5, 15].
However, this running time can be improved for specific values of d > 2 [5]. For d = 2, near
linear approximation algorithm exists for the diameter problem [8]. We refer the reader
to [5, 13] for a complete list of algorithms for the diameter problem in different dimensions.
We note that the diameter problem has extensively used as a black box in database queries.
See, e.g., [6].

Contribution. We show there exists a (1 + ϵ)-approximation for approximating the
diameter queries on pairwise disjoint unit disks, that takes O( n

ϵd ) time, after spending
O(n log n + n

ϵd ) time for preprocessing (Sec 3.2).

2 Preliminaries

For a set Q of points in Rd, let diam(S) denote the diameter of Q. In the following, we
recall the definitions we use from the literature.

Let G = (S, E) be a geometric graph on Q. Let dG(p, q) denote the geodesic distance
between any pair p, q ∈ Q, that is defined as the length of the shortest path between these
two points in G. The graph G is called a t-spanner for some t ≥ 1, if for any two points
p, q ∈ Q we have dG(p, q) ≤ t|pq|, where |pq| is the Euclidiean distance between p and q. The
parameter t is refereed to as the stretch factor.

2.1 Well Separated Pair Decomposition (WSPD)
Let Q be a set of points in Rd. Two sets Pi, Qi ⊆ Q of points are s-well separated if they
can be enclosed within balls of radius r such that the closest distance between these balls
is at least sr. An s-well separated pair decomposition (s-WSPD) of size m for a point
set Q is a set of s-well-separated pairs of subsets {(P1, Q1), . . . , (Pm, Qm)}, where each
(Pi, Qi) ⊂ 2Q × 2Q, and for any pair of points p, q ∈ Q (p ̸= q) there is a unique index i for
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Pi
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p

q

Figure 2 (a) Illustration of a point set and (b) a well-separated pair decomposition of it with 4
pairs (computed from the quadtree; see [16] for the definition and the algorithm).

which p ∈ Pi, q ∈ Qi. See Figure 2. Moreover, for any s-well separated pair (Pi, Qi), for a
sufficiently large separation parameter s, we have approximately equal distances between any
two points, where one lies in Pi and the other lies in Qi. Furthermore, each pair Pi, Qi has
two representatives pi ∈ Pi and qi ∈ Qi, where pi, qi gives an approximation for distances
between any two points from Pi to Qi. It has been shown that an s-WSPD of O(sdn) pairs
can be computed in O(n log n + sdn) [3].

We start stating our results with a related question: Given is a set D of imprecise points
modeled by disjoint unit balls. The question is determining whether there exists an spanner
G for an arbitrary realization Q of D such that for any other realization Q′ of D where
Q′ ̸= Q, the graph G remains an spanner for Q′ with the same stretch factor. Abam et
al. in [1] answered this question positively by introducing a method for computing the
WSPD with respect to a separation ratio s′ on the center of the balls. They proved that
the computed WSPD remains valid for any realization Q of D, where the separation ratio s

of the WSPD on instances is calculated according to s = s′−2
2 . Then they create a spanner

that is valid for any realization.
Let D be a set of n unit balls, and let s′ be the separation ratio, for which one make a

WSPD on the centers. The following result exist:

▶ Lemma 2.1 (Lemma 1 [1]). Let D be a set of disjoint unit balls, and let {(Pi, Qi)|1 ≤ i ≤ m}
be a WSPD for the set {c1, . . . , cn} as the centers of the balls in D, with respect to s′ = 2s+2.
Let Q = {p1, . . . , pn} be a set of points, where pj ∈ Dj, for 1 ≤ j ≤ n. For 1 ≤ i ≤ m, let
P ′

i = {pj |cj ∈ Pi} and Q′
i = {pj |cj ∈ Qi}. Then {(P ′

i , Q′
i)|1 ≤ i ≤ m} is a WSPD for Q

with respect to s.

2.2 Point Set Diameter Approximation
A (1 + ϵ)-approximation algorithm already exists for approximating the diameter of a
point set in Rd using WSPD [7] (Chapter 3, Lemma 3.14). Let Q be a set of n points
in Rd. For a given 0 ≤ ϵ ≤ 1, the objective is computing a pair pu, pv ∈ Q such that
diam(Q)

1+ϵ ≤ ∥pupv∥ ≤ diam(Q). In the following, we recall the algorithm.
Algorithm: Approximating the Diameter [7]. We first compute an s-WSPD for

a point set Q, where s = 4/ϵ. For each WSPD pair (Pi, Qi), associate a pair of points as
representative points pu ∈ Pi, pv ∈ Qi and compute the distance between them. See Figure 3.
We then remember the maximum distance among all representative points and return it in
the end. This would give a (1 + ϵ)-approximation for the diameter of Q [7]. It is shown that
the running time of this algorithm is O(n log n + sdn) as the WSPD needs to be computed.
Although, the number of candidate pairs realizing the diameter is only O(sdn).

Our method is in fact a combination of Abam et al. [1] technique in the preprocessing
phase for computing a persistent WSPD which is computed on the disk centers, and the
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≥ sr
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pu

pv

y

x

Figure 3 Diameter approximation using WSPD. The points x, y determine the diameter, and
pu, pv approximate the diameter within a factor 1 + ϵ.

diameter approximation algorithm [7] in the query phase, using the computed WSPD.

3 Computing the Diameter after Preprocessing

Observe that for any set D of n imprecise points in R2, there is no preprocessing with running
time o(n log n) on D to speed-up answering the diameter queries on D to o(n log n) time.
That is because all such problems simulate the point set case, and it is known that there
is a lower bound Ω(n log n) for the diameter problem in any algebraic decision tree [13]. In
other words, if the preprocessing takes o(n log n) time, this would result in an o(n log n) time
algorithm for the diameter of a set of points in the plane. As another variant consider the
input regions as a set of parallel lines in the plane. If the 2D points are sorted in just a single
direction, one cannot compute their diameter in less than Ω(n log n) time [17]. Because, if
D is a set of parallel lines, e.g., along the x-axis, we can only anticipate the x-order of the
points (received later), from which the lower bound follows.

For a set of unit disks in R2, the diameter query problem can be solved in O(n) time
after spending O(n log n) time for preprocessing. Let D be a set of unit disks in the plane.
It is known that the Delaunay triangulation of a realization of D, as the query set, can
be computed in O(n) time after spending O(n log n) time for preprocessing. Hence, the
convex hull can be extracted in O(n) time. Having the convex hull, the diameter also can be
computed in O(n) time, as all the antipodal pairs of a convex polygon can be computed in
O(n) time and the diameter is among them [18].

In Rd, we focus on approximation algorithms. An f(d)-approximation algorithm for this
problem is the minimum enclosing ball (MEB) of a set of points that approximates the
diameter of the points. For clarity, in R3 consider the configuration at which four points on
the boundary of the MEB form a regular tetrahedron, and the side length of each triangular
face determines the diameter. If one translates any pair of these points on the boundary of the
MEB, to get closer, the diameter enlarges between at least one pair. The side length of the
tetrahedron inside a sphere of radius r equals

√
8
3 r. Hence, an (

√
3
8 )-approximation of the

diameter of any set of points in R3 is achievable in O(n) time. In Rd, such an approximation
factor grows exponentially to d, however, if d is constant, MEB can still be computed in O(n)
time using Megiddo’s algorithm [14]. For general values of d, computation of MEB is more
complicated, if an f(d)-approximation factor suffices. An approximation of the MEB can be
computed in O(dnz/ϵO(1)) time by using the randomized (1 + ϵ)-approximation algorithm
in [10] for computing the MEB of a set of points in Rd, at which z is a parameter depending
on the input 1. Next, we discuss a (1 + ϵ)-approximation algorithm for general values of d.

1 To the best of our knowledge, this is the best-known algorithm for computing the MEB, that has a
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3.1 Preprocessing
In this section, our objective is to preprocess the regions, such that when the exact position
of points are given, one can compute and return an approximation of the diameter in
o(n log n) time. To solve the problem, in our algorithm we use the aforementioned technique
that returns a (1 + ϵ)-approximation of diameter using WSPD on the point set in O(n/ϵ2).
However, we need to compute the WSPD on the point set according to a specific separation
factor s = 4

ϵ , but it takes O(n log n + s2n) time and makes the algorithm useless. Therefore,
in the case where the input is a set of disks, we use Abam et al. [1] technique for computing
a WSPD on the center points of the disks with the separation parameter s′ = 2s + 2, which
has been proved that would be valid for any realization according to separation factor s.
Hence, we do not need to compute the WSPD on each instance, and the WSPD is computed
only once in the preprocessing phase.

▶ Lemma 3.1. Let {(Ai, Bi)|1 ≤ i ≤ m} be a WSPD on the set {c1, . . . , cn} of given disjoint
unit disks with respect to s′ = 8

ϵ + 2. Let Q = {p1, . . . , pn} be a set of points, where pj ∈ Dj ,
for 1 ≤ j ≤ n. For 1 ≤ i ≤ m, let A′

i = {pj |cj ∈ Ai} and B′
i = {pj |cj ∈ Bi}. Then

{(A′
i, B′

i)|1 ≤ i ≤ m} is a WSPD for Q with respect to s = 4
ϵ .

Proof. According to Lemma 2.1 the {(A′
i, B′

i)|1 ≤ i ≤ m} would be a valid WSPD for any
instance with respect to separate factor s = s′−2

2 . We assumed the separate factor of the
WSPD on the center points is s′ = 8

ϵ + 2, so we have: s = s′−2
2 = ( 8

ϵ +2)−2
2 =

8
ϵ

2 = 4
ϵ . ◀

3.2 Query Phase
Now, when we are given a realization of the balls, we wish to compute a (1+ϵ)-approximation
of the diameter in O(n/ϵd) time. It follows from Lemma 3.1 that we can do this by having a
WSPD on the center points with respect to separation factor s = 4

ϵ . In addition, our WSPD
is valid for any other realization.

▶ Theorem 3.2. For any given set D = {D1, . . . , Dn} of n imprecise points modeled as the
same size balls which are pairwise disjoint, a (1 + ϵ)-approximation of the diameter of a
realization Q of D can be computed in O( n

ϵd ) time, after O(n log n + n
ϵd ) preprocessing time.

Proof. Let s = 4
ϵ and s′ = 2s + 2 = 8

ϵ + 2 and Q = {p1, . . . , pn} be the set of precise points.
Let {(Ai, Bi)}i=1,...,m be an s′-WSPD for the center points, of size m = O(s′2n), and let
A′

i = {pj |cj ∈ Ai}, B′
i = {pj |cj ∈ Bi}. It follows from Lemma 2.1 that {(A′

i, B′
i)|1 ≤ i ≤ m}

is a WSPD for Q with respect to separation parameter s = 4
ϵ .

Then, we associate one point to each set as the representative point, let pa ∈ A′
i

and pb ∈ B′
i be the representative points of the sets A′

i and B′
i respectively. From the

presented approximation algorithm for the diameter in [7], by calculating the distance
between representative points of each pair and computing the maximum distance among all,
we have a (1 + ϵ)-approximation of the diameter of any realization in O(s′dn) time. ◀

Moreover, for the particular case d = 3, we consider the efficiency of our method by
considering the intersection point of the running time function of the query and the best
known existing algorithm for computing the diameter. See Figure 4. This clarifies that for
which values of n and ϵ the preprocessing is meaningful. Observe that for large values of n it
is always efficient to perform the preprocessing.

linear dependency on d for general values of d.
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Figure 4 For d = 3 and for different values of ϵ with worst behavior, we consider the optimal
values of n for which our algorithm is efficient. Whenever the red function is below the blue function
the preprocessing is meaningful.
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4 Discussion

The main open question is finding an algorithm for the general version, as our approach
cannot be extended to overlapping balls or balls of arbitrary size. We note that a (1 + ϵ)-
approximation for the nearest neighbour query or the shortest path tree query is also solvable
by a similar idea of using the WSPD in the preprocessing, in R2, as discussed in [2]. But,
the input disks must be disjoint and unit. These restrictions are in principal because of the
WSPD properties. Finding an approach that breaks this barrier generally, or for using the
WSPD for the overlapping balls in the preprocessing is an interesting open problem.
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Foundation, grant number GJ19-06792Y, and by institutional support RVO: 67985807.
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Abstract
We study the augmentation of planar straight-line geometric graphs with maximal compatible
matchings. We show a lower bound of n−4

18 for the size of a maximal compatible matching of
3-regular geometric graphs with n vertices and give an example that closely approaches this bound.

1 Introduction

Problem Setup A graph is a pair G = (V, E) of vertices V and edges E ⊆ {V ×V }\{(v, v) |
v ∈ V } (loops are not allowed). We assume that every graph G is assigned a fixed drawing
which gives the position of the vertices and edges in R2. A graph is drawn straight-line and
planar if the edges are noncrossing and drawn as straight lines. If no three points of such a
graph G are co-linear, we call G a geometric graph; throughout this work we solely consider
geometric graphs.

A matching in a graph is an edge set that is disjoint to the edges of the graph and
it is compatible if it preserves the planarity of its fixed straight-line drawing [1, 2, 8, 11].
The constraint on fixed drawings is common, as constraints on fixed positions are of-
ten considered in practice, for example in maps or networks depicting the real world. A
matching is maximal if it cannot be expanded to a larger compatible matching and the
size of the smallest maximal compatible matching of a graph G is denoted by mm(G) =
min{|M | | M is a maximal G-compatible matching}. For a graph class G we have mm(G) =
min{mm(G) | G ∈ G}. We are interested in a tight lower bound for mm(G), i.e., we search
for one graph G ∈ G with mm(G) = mm(G). Thereby, the matching size is always given in
relation to the number of vertices.

Our work continues the work of [11], who determine lower bounds on the size of maximal
compatible matchings for different graph classes, mainly focusing on 1- and 2-regular graphs;
a graph G = (V, E) is k-regular if every vertex v ∈ V has degree deg(v) = k. In this work, we
deduce a lower bound for 3-regular graphs via graph properties and investigate its tightness.
For this, Lemma 1 of [11] is very important to us. However, simply applying this lemma to
3-regular graphs does not give good bounds; instead, we evaluate the terms more carefully
and show how they influence each other to obtain a strong lower bound for these graphs.

Basic Definitions We call a drawing a deformation of another drawing if the positions of
the vertices differ, but not the faces with which they are incident (see Figure 1). A vertex v

is a reflex vertex if there is an angle > 180◦ between two incident edges.
The augmentation of a graph is the addition of vertices or edges; we consider only edge

augmentations. Here, the graph G + E′ = (V, E ∪ E′) denotes the augmentation of the graph
G = (V, E) with the edge set E′. The notation degG(v) or degG+E′(v) is used to distinguish
which degree the same vertex v ∈ V has in the graph G or G + E′, respectively. Here, we
augment fixed planar drawings of graphs and all inserted edges are straight-line as well.
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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Figure 1 Different drawings can have different sized maximal compatible matchings (cyan)

Hence, the vertices in G + E′ have the same position in R2 as in G. An edge e is called
compatible with a graph G (is G-compatible), if e /∈ E(G) and e does not cross any edge in
G + {e}. A matching M with respect to G is maximal and compatible if there is no pair of
vertices u and v such that both vertices are unmatched and the edge (u, v) is compatible to
G + M . A face of G + M is called fully (un-)matched if every vertex incident to that face is
(un-)matched.

The size |M | of a G-compatible matching M always refers to its unique fixed drawing of
the graph G. Figure 1 shows that the size depends on the exact position of the vertices in R2.
Hence, even isomorphic graphs can have different sized maximal compatible matchings. For
a graph class G, we search for a lower bound over all graphs and all possible drawings, in G.

Related Results There are various problems in which graphs are augmented with a set
of edges. Some problems deal with augmenting edges such that certain graph properties
are achieved, e.g. regularity or connectivity. This may additionally require that existing
properties are preserved, e.g. planarity [3, 5, 6, 7, 10, 14]. Other augmentation problems
impose requirements on the set of edges, e.g. it is a matching [1, 2, 8, 11]. A famous example
is Christofides’ algorithm where a perfect matching between the vertices of odd degree is
determined [4]. As early as 1986, Rapport et al. [12, 13] studied the complexity of augmenting
a disjoint edge set to a simple cycle, i.e., augmenting an 1-regular graph with a perfect
compatible matching.

Lemma 1.1 [11] as well as general graph properties and properties of specific graph classes
are used in [9, 11] to give guarantees for minimal maximal compatible matchings for different
graph classes. These and other bounds are summarized in Table 1. Note that this paper is
based on the master thesis by Kalb [9]; hence, results marked with [9] are new results.
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Graph class G Size of a maximal compatible
matching M

0-regular geometric graphs mm(G) = |V |−1
3 , [11, Theorem 2]

1-regular geometric graphs mm(G) = |V |−2
6 , [11, Theorem 2]

1-regular geometric graphs with |E| mod 2 = 0 mm(G) ≥ 2|V |−1
5 [1, Theorem 14]

2-regular geometric graphs mm(G = |V |−3
11 , [11, Theorem 2]

connected 2-regular geometric graphs with |V | ≥ 4 mm(G) = |V |
7 [11, Theorem 3]

3-regular geometric graphs mm(G) ≥ |V |−4
18 [9, Theorem 31]

4-regular geometric graphs mm(G) ≥ |V |−6
32 [9, Theorem 33]

outerplanar graphs mm(G) = 0 [9, Theorem 26]

geometric graphs with 2|V | − 3 ≤ |E| ≤ 3|V | − 6 mm(G) = 0 [9, 11]

geometric graphs with |E| ≤ |V | · d, 7
10 < d < 2 mm(G) = |V | · 2−d

13 [11, Lemma 2]

geometric graphs with bounded degree d < 4 same bound as d-regular graphs with
d < 4 [9, Theorem 36]

geometric graphs with bounded degree d ≥ 4 mm(G) = 0 [9, Theorem 36]

Table 1 Overview of lower bounds on the size of maximal compatible matchings

EuroCG’22
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v1

v2

v3 v4

v5

v6

v7

v9 v8

Figure 2 Geometric graph G and maximal G-compatible matching (cyan) with νGM = 2, σGM = 6,
ru

GM = 3, rm
GM = 4, Σ

u matched
degG(u) = 18 and ∆GM = 1

▶ Lemma 1.1. [11, Lemma 1] Let G = (V, E) be a geometric graph and M be a maximal
G-compatible matching. The matching size can bounded using the following parameters:

νGM : #(u, v) ∈ E where u unmatched, v matched, and u or v is reflex in G + M

σGM : # fully matched faces of G + M

ru
GM : # unmatched reflex vertices in G + M

rm
GM : # matched reflex vertices in G + M

∆GM : # fully unmatched triangular faces of G

It holds that

2|V | + νGM + 2 · σGM − ru
GM − 2 · rm

GM − Σ
u matched

degG(u) − ∆GM − 2 ≤ 2|M |.

Figure 2 gives an example of the values used in Lemma 1.1.

2 Lower Bound for 3-regular Graphs

▶ Lemma 2.1. The K4, the complete graph on four vertices, is the only 3-regular geometric
graph that does not allow for a compatible matching.

Proof. (Sketch) First, the K4 cannot be augmented since it is already complete. Second,
a graph has no compatible matching, if and only if it has a convex outer face and only
triangular inner faces. For a 3-regular graph it holds h = 3

2 n − 3 for the number of outer
edges (for details see [9, Lemma 32]). A 3-regular graph cannot be outerplanar, thus we have
the restriction h < n; combined with h = 3

2 n − 3 this leads to n < 6. Because n mod 2 = 0
and n ≥ 4 for 3-regular graphs, the statement follows. ◀

▶ Theorem 2.2. Let G be a 3-regular geometric graph. It holds mm(G) ≥ n−4
18 for the

minimal size of a maximal G-compatible matching.

Proof. Let G be a 3-regular geometric graph, then the following properties hold for the
values of Lemma 1.1. First, some values can be trivially bounded from below by 0, e.g.,
νGM ≥ 0 and σGM ≥ 0 always hold. For the number of (un-)matched reflex vertices in
G + M , we have ru

GM ≤ n − 2|M | and rm
GM ≤ 2 |M |, because it is possible that each of the

n − 2 |M | unmatched and 2 |M | matched vertices is a reflex vertex (see Figure 3). Moreover,
we have Σ

u matched
degG(u) = 3 · 2|M |, because degG(v) = 3 for all v ∈ V and there are 2|M |

matched vertices. Finally, for the number of fully unmatched triangular faces of G + M ,
∆GM ≤ n−2|M |

4 · 3 holds, because every four of the n − 2|M | unmatched vertices can be a
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Figure 3 3-regular graph with maximal compatible Matching (cyan) where each vertex is reflex

K4, and a K4 is the only 3-regular graph with only triangular inner faces, cf. proof sketch of
Lemma 2.1. By inserting these values into Lemma 1.1 we obtain the bound

2n︸︷︷︸
=2|V |

+ 0︸︷︷︸
≤νGM

+ 2 · 0︸︷︷︸
≤2σGM

− (n − 2|M |)︸ ︷︷ ︸
≥ru

GM

− 2 · 2|M |︸ ︷︷ ︸
≥2rm

GM

− 6|M |︸ ︷︷ ︸
= Σ

matched
degG

− n − 2|M |
4 · 3

︸ ︷︷ ︸
≥∆GM

−2 ≤ 2|M |

⇐⇒ n − 8
34 ≤ mm(G).

This bound can be improved further, since for 3-regular graphs the following correlation of
the individual values can be observed: The number ∆GM of fully unmatched triangular faces
is maximized by K4, but the vertex within the K4 is always not a reflex vertex. Moreover,
the number ru

GM of unmatched reflex vertices is thus reduced by one per each K4. Since we
are upper bounding subtrahenders for a lower bound, the following holds

ru
GM + ∆GM ≤ n − 2|M | − n − 2|M |

4︸ ︷︷ ︸
≥ru

GM

+ n − 2|M |
4 · 3

︸ ︷︷ ︸
≥∆GM

= n − 2|M | + n − 2|M |
4 · 2.

With this addition the bound for 3-regular geometric graphs increases to

2n︸︷︷︸
=2|V |

+ 0︸︷︷︸
≤νGM

+2 · 0︸︷︷︸
≤σGM

−2 · 2|M |︸ ︷︷ ︸
≥rm

GM

− 6|M |︸ ︷︷ ︸
= Σ

matched
degG

−
(

n − 2|M | + n − 2|M |
2

)

︸ ︷︷ ︸
≥ru

GM
+∆GM

−2 ≤ 2|M |

⇐⇒ n − 4
18 ≤ mm(G) ◀

3 On the Tightness of the Bound of n−4
18

We use the following ideas to construct a graph with minimal maximal compatible matching.
Thereby, we use C to denote a connected component with mm(C) = 0, e.g. the K4.

i) Extending a fully matched face with C increases the number of vertices of the graph
G + M + C without increasing the matching.

ii) A fully matched face of G + M with n′ incident vertices can be augmented by ⌊n′
/2⌋

C-components without any new compatible edge. This is achieved by a “zigzag”-shaped
face, i.e. a face bounded by two “interleaving” chains of alternating acute and reflex
angles (see Figure 4). If done properly, the C-components can be placed such that they do
not “see” each other (connecting the C-components by compatible edges is not possible).

iii) If the outer face of G + M is convex, we again are able to insert C-components without
allowing new compatible edges between these. In case the outer face is fully matched, no
vertex of the C-components can be matched with any vertex of G.

EuroCG’22
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Figure 4 An inner “zigzag”-shaped face incident to 8 vertices that can be extended by ⌊8/2⌋
components (green) with no compatible edges between them

iv) The number of fully matched inner faces and the number of matched vertices incident
to the outer face can be maximized by augmenting a graph with a perfect compatible
matching. For this, the number of vertices must be even.

Hence, the goal is iv) to augment a graph G with a perfect matching M such that iii)
G + M has the largest possible convex outer face and ii) such that G + M consists of the
largest possible number of inner faces with an even number of vertices.

Then, i) each inner face of G + M as well as each outer edge is extended with copies of
C. Notice that, for 3-regular graphs, K4 is the only graph with mm(G) = 0 (Lemma 2.1).
Moreover, the bounds for 0-, 1- and 2-regular graphs proved by [11] are tight due to graphs
that correspond to these ideas.

For a graph constructed using this approach, we can specify the relative matching size
using the following formula:

▶ Formula 3.1. Let G be a graph with n vertices, M a perfect G-compatible matching, and
C be a graph with mm(C) = 0. If the augmented graph G + M is deformed such that each
inner face f ∈ Fin with |f | incident vertices is expanded by

⌊
|f |/2

⌋
copies of C, each of the h

outer edges is expanded with one copy of C, and there exist no compatible edges between
the C-copies, then the matching size is

n ·
perfect matching︷ ︸︸ ︷

|V (G)|/2


∑

f∈Fin

(⌊
|f |/2

⌋)

︸ ︷︷ ︸
inner face expansions

+ h︸︷︷︸
outer face expansions




· |V (C)|︸ ︷︷ ︸
vertices per expansion

+ |V (G)|︸ ︷︷ ︸
vertices

Now, we construct a graph that nearly achieves the bound of Theorem 2.2. The graph is
constructed in several steps, see Figure 5: First, we construct a graph of 20 vertices, which is
then augmented with a perfect matching. In the faces of the augmented graph, we place
30 K4, and then double this construction. Finally, we “deform” each face of the graph into
a “zigzag”-shape, such that the K4’s placed inside it cannot be connected to each other.
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Overall, this leads to a matching size

n ·
perfect matching per graph︷︸︸︷

10 ·2
 30︸︷︷︸

K4 per graph

·2 + 14︸︷︷︸
K4 between graphs

+ 4︸︷︷︸
K4 outer edges


 · 4︸︷︷︸

|V (K4)|

+ 20︸︷︷︸
vertices per graph

·2

= n

17.6 .

Next, we aim to expand the constructed graph such that the matching size comes
arbitrarily close to the bound of Theorem 2.2.

Notice that, if the number of triangular faces is increased relative to the vertex count, the
matching size decreases. However, the graph in Figure 5 can be expanded arbitrarily without
increasing the number of triangular faces as shown by Figure 6. This leads to a larger number
of quadrilaterals that can be deformed into the described “zigzag”-shapes. We can do so
combinatorially, but we also need to show that the deformation of the graph in Figure 6b
is always possible. We assume it works, because every face is triangular or quadrangular.
Hence we just need to relocate one vertex per quadrangular inner face to make it concave (a
concave quadrilateral is “zigzag”-shaped). Until now, we miss an algorithm for every number
of vertices to deform our graph face by face without making already deformed faces convex
again. If the deformation of a graph with γ extensions of twelve vertices is possible, the
matching size decreases to

n ·
perfect matching per graph︷ ︸︸ ︷

(20 + 12 · γ) /2 ·2
(30 + 20 · γ)︸ ︷︷ ︸

K4 per graph

·2 + 14 + 8 · γ︸ ︷︷ ︸
K4 between graphs

+ 4︸︷︷︸
K4 outer edges


 · 4 + (20 + 12 · γ)︸ ︷︷ ︸

vertices per graph

·2

= n

18 − 2
3γ+5

.

Hence, for arbitrarily large γ this bound approaches n/18.

4 Conclusion and Future Research

In Theorem 2.2 we gave a lower bound of n−4
18 for the size of a maximal compatible matching

in a 3-regular graph. The graph in Figure 5 with maximal compatible matching of size
n

17.6 is the smallest we know so far. Assuming all inner faces can be “zigzag”-shaped, our
construction of Figure 6 for large n approaches the bound arbitrarily close.

Note that, when considering graphs with a bounded degree d ≤ 3, the obtained results
for d-regular graphs can be transferred directly (see Table 1). For example, for graphs with
maximum degree 3 we have the same mm(G)-bound as for 3-regular graphs.

For 4-regular graphs, the proof of Theorem 2.2 and the construction ideas from Section 3
can be adapted. In [9] we prove the bound mm(G) ≥ n−6

32 for any 4-regular geometric graph
G. Until now, smallest matching size we achieve is n

252/3 . For 5-regular graphs, however, our
approach of augmenting with a perfect matching cannot be applied, since no planar k-regular
graph with k > 5 exists.

In addition to regular graphs, we also consider other graph classes like outerplanar graphs.
This class of graphs also includes the maximal outerplanar graphs, which always have a
drawing to which no compatible matching exists. By restricting the maximum degree or the
size of the edge set, this class would become more interesting. For future research, trees are
another interesting graph class that has not yet been investigated.

EuroCG’22
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(a) (b)

30 × △

30 × △

(c) (d)

Figure 5 a) 3-regular graph with 20 vertices. b) The augmented graph (perfect compatible
matching (cyan)), the inner faces are expanded by 30 K4 (green). c) Augmented unified graph with
two copies of the graph of b), 14 additional K4 are added and 4 K4 for the outer edges. d) Deformed
graph with maximal compatible matching of size n

17.6 .
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(a)

(30 + 20γ) × △

(30 + 20γ) × △

(b)

Figure 6 Construction of 3-regular graph with maximal compatible matching of size n

18− 2
3γ+5

.
a) Graph of Figure 5b) is extended arbitrarily often by 12 vertices (teal, dashed edges), 20 K4 are
inserted per extension. b) Augmented unified graph, between two graph copies of Figure 6a). 14 + 8γ

additional K4 are added and 4 K4 on the outer edges.
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Abstract
We introduce an algorithm for the straight-line drawing of any cactus-graph of size n in O(n log n)
area. This is an improvement on the area bound described by Frati, Patrignani and Roselli [1] in
2020 for a subclass of outerplanar graphs that has no restriction on the degrees of its nodes.

1 Introduction

An area bound for the straight-line drawing of trees in o(n log n) has been found by Chan [2]
in 2020. Di Battista and Frati [3] described a straight-line drawing for any outerplanar graph
in an area containing O(n1.48) grid points in 2009. In 2020 Frati, Patrignani and Roselli [1]
improved this result by introducing an algorithm for the straight-line outerplanar drawing of
any outerplanar graph in O

(
n · 2

√
2 log2 n√

log n
)

area. An overview on the topic of graph
drawings and a description of related open problems can be found in [4]. A cactus-graph
is a connected graph in which two cycles share at most one common vertex. Every tree
is a cactus-graph and every cactus-graph is an outerplanar graph. It is obvious, that the
complexity of the area bound for cactus-graphs is in between the complexity of the area
bounds for trees and outerplanar graphs. Frati [5] has shown in 2012 that restricting the
degrees of the nodes in an outerplanar graph to be bounded by a parameter d yields a
straight-line drawing in O(dn log n) area. We present an algorithm for the straight-line
drawing of any cactus-graph of size n in O(n log n) area and thereby improve on previously
found area bounds for a subclass of outerplanar graphs that has no restriction on the degrees
of its nodes. In general, the produced drawings are not outerplanar and adjusting the
algorithm to produce outerplanar drawings in O(n log n) area does not seem to be feasible.

2 Definitions and Notations

A straight-line drawing of a planar graph is an assignment of every vertex to a point in the
plane and of every edge to the line segment connecting its endpoints. The bounding box of a
drawing is the smallest rectangle with axis-parallel sides, such that the drawing is completely
contained in that rectangle. A drawing, where every vertex is placed at a point on the integer
grid is called a grid-drawing. We will only consider straight-line grid-drawings and thus, use
straight-line grid-drawing and drawing interchangeably. Define the area of a grid-drawing to
be the number of points on the integer grid contained in the bounding box of the drawing.
The width and height of a grid-drawing are then defined to be the number of integer grid
points contained in the horizontal and vertical side of its bounding box.

▶ Definition 2.1. Define a rooted graph to be a graph G = (V, E) with a distinguished vertex
called the root. The root provides a hierarchy similar to the parent-child hierarchy in a tree.
For a rooted graph G with root r and a vertex v ∈ G consider the subgraph induced by
V \ {v}. Let Cr be the unique connected component of that induced subgraph that contains
the root r. If r ̸= v we write G(v) to denote the subgraph that is induced by the vertices
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
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in V \ V (Cr). If r = v we set G(v) = G. As a reference consider Figure 1. With |G(v)| we
denote the number of vertices in G(v). Consider all neighbors of v in G(v) and all vertices
that lie on a common simple cycle with v in G(v) and call the union of them the extended
neighborhood of v. Denote the extended neighborhood of v with S(v). Note, that S(v) does
not contain any vertices in V \ V (G(v)) by construction. Define h(v) to be the “heaviest”
element in S(v), i.e. the vertex that maximizes the function |G( · )|. Furthermore:

• With v1, . . . , vs we denote the elements in the extended neighborhood of v that do not
lie on a common cycle with v. Assume without loss of generality that vs maximizes the
function |G( · )| for all elements in {v1, . . . , vs}.

• We use the notation C1, . . . , Ct for the cycles in G(v) that contain v. With vk
1 , . . . , vk

jk

we denote the vertices in V (Ck) \ {v}. Hereby, we assume without loss of generality that
vt

m ∈ Ct maximizes the function |G( · )| for all vertices in
⋃t

k=1 V (Ck) \ {v}.

r

v
v

→

h(v)

Figure 1 G(v) and the extended neighborhood S(v), that is represented by the red dots.

3 The Algorithm for the Drawing of Cactus-Graphs

▶ Theorem 3.1. Let G be a cactus-graph of size n ≥ 2 and root r. Then G has a straight-line
drawing with area 3n⌈log2 n⌉, where r is placed at the top left corner of the bounding box.

Place r at the point (1, −1). The drawing is obtained by recursion, where we denote a
recursive step with ext(v) for a given vertex v ∈ G that has previously been placed. Such a
recursive step extends the drawing from the placement of v to the drawing of the vertices in
S(v) and in some cases to the drawing of additional vertices. The following invariants are
maintained, when ext(v) is called. As a reference consider Figure 2 and Figure 3 and the
explanation of the coloring of the Figures in the figure legend of Figure 2.

• v is the only vertex in G(v) that has previously been placed. Furthermore, we have that
{w ∈ V | v ∈ G(w)} is a subset of the vertices that have been drawn in previous steps.

• v has been placed at the top left or the top right corner of a rectangle B with axis-parallel
sides that has width 3⌈log2 nv⌉ and height nv for |G(v)| = nv ≥ 2. Let D be the set of
points that are contained in the drawing of the edges that have been placed in previous
steps. The rectangle B has the property that D ∩ int(conv(B)) = ∅, where conv denotes
the convex hull. If D ∩ B contains only points with the same y-coordinate as v, i.e. points
on the top side of B we say that v is in good position. If D ∩ B contains points on the
left or right side of B other than the ones in the corners we say that v is in bad-position.
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• Depending on the position of v ext(v) is performed by the good-position algorithm or the
bad-position algorithm and places the vertex h(v) at a point in good position.

3.1 The Good-Position Algorithm
Both algorithms that we use as subroutines distinguish between two cases, where in the first
case h(v) is a neighbor of v and in the second case h(v) is not a neighbor of v. Call the
following algorithm the good-position algorithm. As a reference consider Figure 2. Let v be a
vertex in good position with the notation from Definition 2.1 for the elements in S(v).

Case 1.1 v and h(v) are neighbors and do not lie on a common cycle.

Stack the vertices in S(v) \ {h(v)} at points on the vertical line through v + (1, · ). The
distance between the drawing of a vertex w ∈ S(v) and the vertex that is placed below it
has to be large enough to fit the vertices in G(w) on grid points between them. This is
necessary to avoid edge-crossings in the later described recursive steps. Place h(v) = vs

at a point below v with a sufficiently large gap between them, i.e. such that the vertices
in G(v) \ G(h(v)) fit on grid points between them.

Case 1.2 v and h(v) are neighbors and lie on the common cycle Ct.

Stack the vertices in S(v)\V (Ct) vertically at points on the vertical line through v+(1, · ).
Stack the vertices in V (Ct) \ {vt

m} underneath the drawing of these vertices, such that
vt

1 is drawn on the uppermost point and v1
m−1 = vt

jt−1 is drawn on the lowermost point.
Place h(v) = vt

m at a point below v with a sufficiently large gap between them.

Case 2. v and h(v) are not neighbors. Note, that they lie on the common cycle Ct.

Since v and h(v) = vt
m are not neighbors we can deduce that there are at least two more

vertices vt
m−1, vt

jt
that are contained in Ct. We construct a drawing of Ct, such that its

vertices lie on a quadrangle with height n − nt
m and width 3⌈log2 n⌉, where nt

m = |G(vt
m)|.

1. Place h(v) = vt
m at the point v + (3⌈log2 n⌉ − 1, −(n − nt

m − 1)). Place vt
m−1 at the

point v + (0, −(n − nt
m − 1)). Place vt

jt
at the point v + (3⌈log2 n⌉ − 1, −1).

2. Stack the vertices vt
1, . . . , vt

m−2 on the vertical line segment between v and vt
m−1. Stack

the vertices vt
m+1, . . . , vt

jt−1 on the vertical line segment between vt
jt

and h(v).

3. Stack the vertices in S(v)\V (Ct) at points on the vertical line through v+(1, −1). Stack
the vertices in S(vt

jt
), . . . , S(vt

m+1) at points on the vertical line through h(v) + (−1, · )
below the vertices in S(v) \ V (Ct). Stack the vertices in S(vt

1), . . . , S(vt
m−1) at points

on the vertical line through v + (1, · ) below the vertices in S(vt
m+1).

In Case 1.1 and Case 1.2 take the vertices in S(v) as the roots of the subgraphs at them for
the next recursive steps. In Case 2 take the vertices that were drawn inside the quadrangle
and h(v) as the roots for the next recursive steps. Mirror the drawing in the next step
horizontally, if a vertex that was placed on the right side of the quadrangle is taken as a root.
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h(v) = vs

v v

h(v) = v
t
m

C1

v1

vs−1

v

h(v) = v
t
m

v
t
jt

v
t
m+1

v
t
m−1

v
t
1

Ct

Ct

C1

v1

vs

Ct−1

Ct

3⌈log2 n⌉ − 1

S(v) \ V (Ct)

S(vtj)

S(vtm+1)

S(vt1)

S(vtm−1)

Figure 2 The good-position algorithm (from left to right Case 1.1, Case 1.2 and Case 2).
The green dots represent the vertices that are taken as the roots for the following recursive steps
that are in good position. The red line segments represent the areas on which the vertices in bad
position were placed. The orange line segments can represent the drawing of multiple cycles at
a vertex vt

k and its children. Thus, vertices that were drawn on the orange line segment are not
necessarily in good or necessarily in bad position.

3.2 The Bad-Position Algorithm
Call the following algorithm the bad-position algorithm. As a reference consider Figure 3.
Let v be a vertex in bad position with the notation from Definition 2.1 for the elements in
S(v). This algorithm does not draw a vertex in S(v) at a point with the same x-coordinate
as its “parent” v. In particular, it places the element h(v) at a point in good position for the
next recursive step.

Case 1. v is a neighbor of h(v).

Stack the vertices in S(v) at points on the vertical line through v + (1, · ).

Case 2. v is not a neighbor of h(v).

Since v and vt
m are not neighbors there are at least two other vertices vt

m−1, vt
jt

∈ Ct.

1. Place vt
m at the point v + (3⌈log2 nv⌉ − 1, −(nv − nt

m − 1)), where nv = |G(v)| and
nt

m = |G(vt
m)|. Place vt

jt
at the point v + (3⌈log2 nv⌉ − 1, −1). Place vt

m−1 at the point
v + (1, −(nv − nt

m − 1)).

2. Stack the vertices vt
1, . . . , vt

m−2 on the vertical line through v + (1, 0) and vt
m−1. Stack

the vertices vt
m+1, . . . , vt

jt−1 on the vertical line segment between vt
jt

and vt
m.
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3. Stack the vertices in S(v)\V (Ct) at points on the vertical line through v+(1, −1). Stack
the vertices in S(vt

jt
), . . . , S(vt

m+1) at points on the vertical line through vt
m + (−1, · )

below the vertices in S(v) \ V (Ct). Stack the vertices in S(vt
1), . . . , S(vt

m−1) at points
on the vertical line through v + (2, · ) below the vertices in S(vt

m+1).

In Case 1 take the vertices in S(v) as the roots of the subgraphs at them for the next recursive
steps. In Case 2 take the vertices that were drawn inside Ct and vt

m as the roots for the next
recursive steps. Mirror the drawing in the next step horizontally, if a vertex that was placed
on the right side of the drawing of Ct is taken as a root.

v

h(v) = v
t
mv

t
m−1

v
t
jt

v
t
m+1

v
t
1

3⌈log2 nv⌉ − 2

v

C1

v1

vs

Ct

Ct

S(v) \ V (Ct)

S(vtjt)

S(vtm+1)

S(vt1)

S(vtm−1)

Figure 3 The bad-position algorithm (from left to right Case 1 and Case 2).

The drawing of the entire graph G can be obtained by applying either the good-position
algorithm or the bad-position algorithm in each recursive step.

4 Absence of Egde-Crossings and Size of the Drawing

We constructed the gaps on the y-axis between the drawing of the vertices of G large enough
to not cause an edge-crossing at the top- or bottommost side of the drawing of distinct
subgraphs. The application of Case 1.1 or Case 1.2 of the good-position algorithm or Case
1 of the bad-position algorithm can not cause edge-crossings with the previously drawn
subgraph. Consider a subgraph G(v) of size nv at a vertex v ∈ G, where S(v) was drawn
with Case 2 of the good-position algorithm, or Case 2 of the bad-position algorithm. Define
the polygon at v to be the polygon consisting of the drawing of the edges of Ct. Let w ̸= vt

m
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be a vertex that was drawn inside Ct in the recursive step in which v was the root. Assume
without loss of generality, that w was placed at a point on the left side of the polygon
at v and that v was placed at its right side. As a reference consider Figure 4, where an
example with such a configuration of vertices is depicted. Let xv denote the x-coordinate
of v. The polygon at v has its right vertical side at the x-coordinate xv − 1 and its left
vertical side at the x-coordinate xv − (3⌈log2 nv⌉ − 1), if the polygon was drawn with the
bad-position algorithm. If it was drawn with the good-position algorithm it has its right
vertical side at the x-coordinate xv. In either case we have that the x-coordinate of w is
given by xw = xv − (3⌈log2 nv⌉ − 1) + 1. We want to show that the polygon at w, i.e. the
smaller polygon that was drawn in the recursive step in which w was the root does not
intersect at its vertical sides with the larger polygon at v. The previous observation implies
that the distance between w and the right vertical side of the polygon at v is at least

(xv − 1) − xw = (xv − 1) − (xv − (3⌈log2 nv⌉ − 1) + 1) = 3⌈log2 nv⌉ − 3.

An application of the good-position algorithm or an application of the bad-position algorithm
places any vertex in G(w) at a point with x-coordinate of at most xw + 3⌈log2 nw⌉ − 1 ,
where nw = |G(w)|. By construction we have nw < nv/2, since w ̸= vt

m. Thus, in this step
any point in G(w) is placed at a point with x-coordinate at most

xw + 3⌈log2 nv/2⌉ − 1 = xw + 3⌈log2 nv⌉ − 4.

The difference of xw and the drawing of any point in G(w) in this step is less than the
difference of xw and the x-coordinate of the right side of the larger polygon at v. Thus, we
do not obtain an edge-crossing with the edges that were drawn at the polygon at v and the
edges that were drawn at the polygon at w.

We obtain the total height of at most n for the drawing of G, since the vertices are stacked
tightly. What is left to be shown, is that we obtain the total width of 3⌈log2 n⌉. Drawing
the subgraph G(h(r)) at h(r) does not exceed the width bound of 3⌈log2 n⌉ as can be seen
by applying a simple induction argument. Let v ∈ G, such that |G(v)| > 1. Consider any
vertex w ̸= h(v) that is drawn in the recursive step in which v is the root and that is taken
as the root for a next step. In each recursive step we may augment the number of vertical
lines in the plane that contain drawings of vertices in G. If the vertices in such a step are
drawn inside a polygon that has been drawn in a previous step we do not increase the total
width of the drawing of G but we may augment the number of vertical lines that contain
drawings of vertices. In Case 1.1 and Case 1.2 of the good-position algorithm and in Case 1
of the bad-position algorithm w is placed at a point with x-coordinate xv ± 1. In this step
we therefore obtain an increase of at most 1 to the number of vertical lines that contain
vertices. In Case 2 of the bad-position algorithm w is placed at a point with x-coordinate in
{xv ± 1, xv ± 2, xv ± (3⌈log2 nv⌉ − 2)}. An example is depicted in Figure 4. Previously, we
have shown, that the drawing of the edges in G(w) can not intersect with the vertical sides
of the polygon at v. In this step, we therefore obtain an increase of at most 3 to the number
of vertical lines that contain vertices. In Case 2 of the good-position algorithm w is placed
at a point with x-coordinate in {xv ± 1, xv ± (3⌈log2 nv⌉ − 2)}. With the same argument
that was used for Case 2 of the bad-position algorithm, we obtain an increase of at most 2
to the number of vertical lines that contain vertices.
In summary, we have that an application of each case yields an increase of at most 3 to the
number of vertical lines that contain vertices. Since w ̸= h(v), in each such recursive step we
halve the number of vertices that are left to be drawn. Thus, we obtain the width bound of
3⌈log2 n⌉ for the recursive drawing of G and thereby its total area bound of 3n⌈log2 n⌉.
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Figure 4 On the left side: an example for the recursive drawing and absence of edge-crossings.
In the middle and on the right side: an example of the drawing of a cactus-graph.

5 Open Problems

It seems to be feasible to find a drawing for any cactus-graph in o(n log n). This drawing
could possibly be constructed by employing a similar strategy as described in the algorithm by
Chan [2] for the drawing of trees in o(n log n). The algorithm for the drawing of cactus-graphs
in O(n log n) that is described in this paper could be used as a subroutine similar to the
use of the standard algorithm [2],[6] for trees in Chans algorithm. Considering the intricate
algorithm for the drawing of trees by Chan that takes many steps however, the attempt to
find such a drawing with that strategy would require a very elaborate case analysis.

Acknowledgments. I want to thank both Klaus Kriegel for his support and for introducing
this topic to me and the reviewers for their valuable hints concerning my first submission.
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Abstract
Imagine a collection of entities moving unpredictably at some bounded speed. Information about
entity locations can be maintained by queries, at most one per unit of time, between which location
uncertainty grows. Our goal is to minimize global measures of potential congestion defined in terms
of the intersection graph of the entities’ associated uncertainty regions. As a step towards this larger
goal, we study the problem of minimizing the total degree (i.e., twice the number of edges) in the
graph when entities are static points in R1.

1 Introduction

Data in motion is increasingly becoming a topic of interest to researchers in fields such as
GIS, sensor networks, social networks, etc. [2, 9, 20, 23]. Although these applications are
very different, they share the property that the motion of entities is largely unpredictable.
In computational geometry there is an extensive history on data in motion: kinetic data
models [1, 4, 16, 15] can be used to study the complexity and structural changes of geometric
objects in motion. However, they were developed for moving data in a controlled environment
and rely on the possibility to predict, at least locally, the trajectory of a moving point. We
follow recent efforts that try to deal with less restricted models of motion as we assume the
motion of each entity to be unpredictable but to have an upper bound on speed [7, 8, 10, 14,
19, 22]. Following [6, 13] we assume that in this setting we can query one entity per unit
time for their exact location. A sequence of queries results in a set of possible locations for
each entity, which is a ball (called its uncertainty region) centred at the entity’s last observed
location, with diameter proportional to the time since the corresponding query.

Our goal is to devise query strategies to maintain potential congestion of the entities as
low as possible. We measure this potential congestion by how much the entities’ uncertainty
regions intersect. For example, this could be the maximum degree of their intersection
graph, or their ply [18] (the maximum number of regions that contain any given point in
Rd). In many applications involving imprecise numbers or points, low congestion implies
more efficient algorithms [5, 17, 21].

∗ This work has been partially supported by the Dutch Science Foundation (NWO) under grant number
614.001.504, and by NSERC of Canada.
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Figure 1 The model at three successive time steps. In each step, one disk (green) is queried,
result in a point (red) at the next time step. All other disks grow in diameter by 1.

For any configuration of entities and any congestion measure (e.g. the max degree of their
associated intersection graph), the intrinsic congestion at any fixed time t∗ is the minimum
over all query strategies of the congestion at time t∗. Evans et al. [13] show a query strategy
that (up to a constant factor) realises the intrinsic ply (or max degree) at any specified target
time t∗. In this sense it is competitively optimal at time t∗. Later, Busto et al. [6] showed
that no single strategy can be competitively optimal in this strong sense on a continuous
basis. Instead they formulate a query strategy Γ that maintains low ply (or max degree) and
is competitive in every modest-sized time window T in the following weaker sense: if the
maximum congestion realized by Γ over T is τ∗ then, for any other (even clairvoyant) query
strategy Γ′, there is at least one time t∗ ∈ T for which the congestion realized by Γ′ is Ω(τ∗).
The result of Busto et al. [6] is based on a strategy that first assumes a target congestion τ .
This basic strategy then either realises a congestion of τ , or adapts the target value as entities
move. Surprisingly, much of the intuition behind these competitive strategies was derived
from an initial study of the case where entities are static (because even this restricted case
captures an important component of the problem of maintaining low potential congestion).

The ply and the max degree of the intersection graph are in a sense local measures: they are
values that are realised by a local configuration of the uncertainty regions. Global congestion
measures have been recently considered as more robust and fine-grained alternatives to
local congestion measures [21]. Optimizing for global measures can require different, non-
local, query strategies. Indeed, even when entities are static, minimizing max degree can
fail to provide a reasonable solution to the problem of minimizing the sum of all degrees
(Theorem 1.1), which we call the total degree. We study how to construct a query strategy
that maintains a target global measure (the total degree of the intersection graph). We
show, in the restricted setting involving static entities, a query strategy that is competitively
optimal in the weaker sense (Theorem 2.2).

Model of computation and problem statement. We study a model for analysis of unpre-
dictable data that was previously explored by Evans et al. [11, 12, 13] and Busto et al. [6]: let
E be a set {e1, e2, . . . , en} of point entities in Rd. Every entity ei has an associated (unknown)
trajectory fi : R→ Rd, which is a continuous function from time to position. Each entity ei
moves along fi with maximum speed of 1/2 per unit of time (i.e. ∀t, ‖fi(t)−fi(t+1)‖ ≤ 1/2).
We are allowed to query an entity for its current location, which takes unit time1. This query
returns, for a time t and entity ei, the entity’s true location fi(t).

1 Setting the speed and sampling rate does not restrict the problem’s generality. We chose 1/2 for ease.
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Figure 2 An example of a point set for which no good query strategy can maintain the maximum
degree, but for the total degree this is possible. Essentially, the construction consists of two parts:
part A with a single cluster of x+ 1 points, and part B with many clusters of x points.

A query strategy is a sequence Γ = (γ(1), γ(2), . . .) for some function γ : N→ {1, . . . , n}.
That is, Γ is a sequence of indices where at time t we query entity eγ(t) for its location. Given
a query strategy Γ, the possible locations of ei at time t form a ball BΓ

i (t) with center fi(ti)
(the location of ei at its most recent query time) and diameter BΓ

i (t) = t− ti. We refer to
BΓ
i (t) as an uncertainty region and denote by BΓ(t) the set {BΓ

i (t) | ei ∈ E}. (When Γ is
clear from context, we drop the superscript.) Figure 1 illustrates the model in R2.

Henceforth, we focus on the following problem: given E , devise a query strategy Γ that
continuously minimizes the total degree of the intersection graph of BΓ(t). To make progress
towards this goal, we first study this algorithmic problem in a more restricted setting:

We assume the entities reside in R1.
We assume that the entities are static (i.e, fi(·) is constant, for all i ∈ [n]).

We are now ready to state our first result, which motivates our focus on global congestion
measures (specifically the total degree of the intersection graph of the uncertainty regions):

I Theorem 1.1. There exists a static point set in R1 with the property that

(i) any strategy with query frequency 1 that maintains max degree less than x must experience
total degree more than (n− x− 1)(x− 1); and

(ii) there is a strategy with query frequency 1 that maintains total degree at most (x+ 1)x.

Proof. We construct a set of n = (k + 1)x+ 1 points, for an odd positive integer x and a
positive integer k. The construction is illustrated in Figure 2. Specifically, it consists of k+ 1
primary clusters A,B1, . . . , Bk separated by distance d1. The first of these clusters (A) is
made up of two sub-clusters (C1 and C2), separated by distance d2, each of which consists of
x+1

2 co-located points (that is, for each sub-cluster, the points have the same x-coordinate).
The remaining primary clusters Bi are all identical copies of a collection of x points separated
by distance d3. We set the values of d1, d2, d3 during the remainder of the proof.

For (i), observe that the points in cluster A must each be queried with frequency at
least 1/(2d2) (recall that the speed of a point is 1/2) to avoid degree x. If there is less than
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1
2d3(x−1) additional frequency available then, at some time, all other points, i.e., those in the
Bi clusters, must have uncertainty regions of size at least d3(x− 1), and hence uncertainty
degree at least x− 1, making the total degree, not even counting points in the A cluster, at
least (n− x− 1)(x− 1).

For (ii), observe that if all of the Bi cluster points are queried with frequency at least 1
d3

then their uncertainty regions are disjoint, so they contribute nothing to the total degree.
This requires total frequency at least n−x−1

d3
, so we need d3 ≥ n − x − 1. If we have even

a little excess frequency, it can be used to keep the uncertainty regions of points in the A
cluster from intersecting those of the points in the B clusters, provided we choose d1 large
enough. Hence total degree at most (x+ 1)x (associated with the points in the A cluster)
can be maintained. This can be realized by choosing d1, d2, and d3 as powers of 2 with
1− x+1

2d2
< 1

2d3(x−1) and n−x−1
d3

+ x+1
d1
≤ 1. J

The next section describes our second and main result (Theorem 2.2): in the restricted
setting described above, we obtain a query strategy Γ that maintains a total degree of at
most some τ∗, where any other strategy must realize total degree Ω(τ∗) at some point in
every time interval of length at least τ∗.

2 Minimizing the Total Degree for Static Entities in R1

We describe a query strategy that takes as input a collection of entities (points) E , located in
R1, and a target value τ for our total degree congestion measure. To formulate our strategy,
we find it helpful to locate entities of E within a hierarchical, quadtree-like decomposition
of R1 into cells (half-open intervals), where each cell C has two equal-sized children that
partition C. Formally we create levels l for all l ∈ Z. For each level we partition R1 into
cells (i.e. half-open intervals in R1):

a cell Ci (for i ∈ Z) at level l ∈ Z has the form Ci = [i · 2l, (i+ 1) · 2l).
a cell Ci at level l has neighbors [(i− 1) · 2l, i · 2l) and [(i+ 1) · 2l, (i+ 2) · 2l).
a cell Ci at level l has two children at level l − 1 that partition Ci.

We denote by Cl the set of all cells at level l. For any cell C we denote by π(C) the
population of C; that is, the number of points in E that are contained in C.

Active, critical and fringe cells. We say that a cell C ∈ Cl is τ -active if π(C) ≥ τ
|C| = τ

2l

(thus the smaller the cell, the larger its population must be before it is τ -active).
A cell is τ -critical if it is τ -active but neither of its children is τ -active. A cell is τ -fringe

if it is not τ -active itself, but its parent is τ -active and not critical (refer to Figure 3). We
denote by γl (respectively, φl) the number of critical (respectively, fringe) cells in Cl. It
is easy to confirm that critical and fringe cells provide a disjoint cover of E . We begin by
observing some other simple properties of active, critical and fringe cells:

I Observation 1. If a cell C is τ -active then all its ancestors are τ -active.

I Observation 2. If a cell C ∈ Cl is τ -critical then τ/2l ≤ π(C) < 4τ/2l.

I Observation 3. If a cell C ∈ Cl is τ -fringe then π(C) < τ/2l.

I Lemma 2.1. Let γl (φl) be the number of critical (fringe) cells at level l. It must be that:
∑

l

φl
1
2l < 2

∑

l

γl
1
2l and

∑

l

φl(
1
2l )

2 <
4
3

∑

l

γl(
1
2l )

2. (1)
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Proof. Consider for each fringe cell C ′ the subtree T ′ rooted at its parent and the nearest
critical cell C in T ′. We associate C ′ to C. Each critical cell C ∈ Cl may have several
associated fringe cells, but at most one associated fringe cell C ′ in each level l′ ≥ l (and no
associated fringe cells at level l′ < l). Indeed, since two fringe cells at level l′ cannot share the
same parent, their associated critical cells lie in different parent-rooted subtrees. By charging
to each critical cell l at most one fringe cell in each level l′ ≥ l we obtain the lemma. J

Satisfied entities and cells. Consider a sequence T of τ consecutive time steps. If an entity
ei is queried k times in T then its uncertainty interval Bi must have length at least τ/2k for
at least half of the time steps in T . We will say that an entity ei in a critical cell C ∈ Cl is
satisfied if it is queried more than 40τ/2l times within T . A critical cell C ∈ Cl is unsatisfied
if at least 1

2τ/2l entities in its population are not satisfied. To satisfy a critical cell, a query
strategy Γ needs to allocate at least ( 1

2τ/2l)
40τ
2l = 20( τ2l )2 queries to entities in π(C).

Given these definitions, we are ready to state our main result:

I Theorem 2.2. For any target value τ , either (i) any query strategy must give rise to
uncertainty intervals whose intersection graph has total degree Ω(τ) at some point in any
time interval of length τ , or (ii) there is a simple query strategy, in which points in τ -critical
or τ -fringe nodes at level l are assigned query frequency at most 2−l, that guarantees that the
total degree in the intersection graph of the uncertainty intervals is O(τ) at all times.

Proof strategy and supporting lemmas. Let T be any time interval of length τ . Given a
value τ we consider the sum

∑
t γt · ( τ2l )2. We show that either:

Case (i): this sum is too large and there must at some time be many unsatisfied critical
cells, contributing to a large total degree, or
Case (ii): there exists a weighted round-robin query strategy Γ such that entities in all
τ -critical and τ -fringe cell at level l have uncertainty region size 2l at all times.

As a consequence of these respective cases:

I Lemma 2.3. Let C ∈ Cl be an unsatisfied cell. For more than a quarter of the time steps
in T , at least 1

6τ/2l entities in C have an uncertainty region of size at least K = 1
802l.

I Lemma 2.4. Suppose that
∑
t γt · ( τ2l )2 ≤ τ/10, and let Γ be a query strategy where for all

times t ∈ T , entities in a (critical or fringe) cell C at level l have an uncertainty region of
size at most 2l. Then the total degree is O(τ).

Proving Theorem 2.2. With the above lemmas, we prove Theorem 2.2 in three steps:

I Lemma 2.5. Let Γ be a query strategy and suppose that Γ satisfies Sat(l) cells at level l.
It must be that:

∑
l Sat(l) · ( τ2l )2 ≤ τ/20.

l = 2

l = 5
l = 4
l = 3

25

≥ 4?
τ = 16 ≥ 2?

25

≥ 1?
≥ 0.5?

Figure 3 Our hierarchical decomposition of R1 into levels l and cells. Each cell C has two
neighbors, two children and one parent. If the target value τ is 16, cells at level 3 are 16-active if
they contain two or more entities. We mark active cells white, critical cells green and fringe cells red.
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Proof. To satisfy a cell C ∈ Cl at least 20( τ2l )2 queries must be allocated to entities in π(C).
The sum of all queries over the time interval T is at most τ and so the inequality follows. J

I Lemma 2.6. Let Γ be a query strategy that fails to satisfy Unsat(l) cells at level l. Assume∑
l Unsat(l) · ( τ2l )2 > τ/20. There exists a time t ∈ T when the total degree of Bi(t) is Ω(τ).

Proof. We prove the above lemma through a counting argument, where we count the total
degree over each time step. Let C ∈ Cl be an unsatisfied cell. By Lemma 2.3, for at least |T |4
time steps there is a set M ′ ⊂ π(C) of 1

6τ/2l entities that each have uncertainty intervals
of size at least 1

802l. For each of these 1
4 |T | time steps, the entities in M ′ contribute at

least 1
81 ( 1

6τ/2l)2 = 1
81·36 (τ/2l)2 to the total degree in the intersection graph. (This follows

immediately from the observation that every interval of M ′, shrunk to size exactly 2l/80,
with center in C must intersect exactly one of 81 equally-spaced spikes placed at separation
2l/80 within C. Thus the cliques in the intersection graph associated with the intervals
intersecting each of these spikes contribute a total degree of at least 81( 1

6 · 1
81τ/2l)2.) If we

sum for each critical cell, for each of the |T |4 time steps, their contribution to the total degree
we obtain the following lower bound:

∑

t∈T
Totaldegree(Bi(t)) ≥

|T |
|4| ·

1
81 · 36 ·

∑

l

Unsat(l) · (τ/2l)2 >
|T | · τ

4 · 81 · 36 · 20 .

Where the last inequality follows from the lemma assumption. It immediately follows that
there is a time t ∈ |T | for which Totaldegree(Bi(t)) = Ω(τ). J

Proof of the two cases. Recall that for a given value of τ , we denote by γl the number of
critical cells at level l. We make a case distinction (case (i) or case (ii)) based on whether:

∑

l

γl · (
τ

2l )
2 =

∑

l

Sat(l) · ( τ2l )
2 +

∑

l

Unsat(l) · ( τ2l )
2 ≤ τ/10. (2)

Case (i): Suppose first that Equation 2 is not true. By Lemma 2.5, it must be that for any
query strategy Γ,

∑
l Sat(l) · ( τ2l )2 ≤ τ/20 and thus

∑
l Unsat(l) · ( τ2l )2 > τ/20. Thus, by

Lemma 2.6 there is at least one time t ∈ T for which the total degree is Ω(τ).

Case (ii): Suppose otherwise that Equation 2 is true. We claim that we can construct
a query strategy for which at all times t ∈ T , the total degree is O(τ). By Lemma 2.1,∑
l φl

τ
4l < 4/3

∑
l γl

τ
4l . Since we assumed that Equation 2 is true, it follows that:

∑

l

(γl + φi)
τ

4l−1 < 28/3
∑

l

γl
τ

4l < 28/30. (3)

By Anily et al. [3] (Lemma 6.2) a query frequency of τ/4l−1 can be allocated to each critical
(and fringe) cell on level l. Since critical and fringe cells contain at most 4τ/2l entities, for
all times t ∈ T , entities in a (critical or fringe) cell C at level l have an uncertainty region of
at most 2l. By Lemma 2.4, this obtains a total degree of at most O(τ). J
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Abstract
We consider a special variant of a pursuit-evasion game called lions and contamination. In a graph
whose vertices are originally contaminated, a set of lions walk around the graph and clear the
contamination from every vertex they visit. The contamination, however, simultaneously spreads to
any adjacent vertex not occupied by a lion. We study the relationship between different types of
clearings of graphs, such as clearings which do not allow recontamination, clearings where at most
one lion moves at each time step and clearings where lions are forbidden to be stacked on the same
vertex. We answer several questions raised by Adams et al. [1] in last year’s edition of EuroCG.

1 Introduction

Pursuit-evasion problems have a long and rich history going back more than 50 years [8, 9].
Countless similar problems have been studied under very different names in the past. What
they all have in common is that there is a group of pursuers that try to catch an evader. The
typical question asked in a pursuit-evasion problem is whether the evader can escape the
pursuers, and if so, for how long. Naturally, the more pursuers there are, the harder it is for
the evader to escape. Some other objectives of the pursuers can be to catch the evader fast
(minimize the time taken) or with minimal effort (minimize the distance traveled).

There are different variations of the problem depending on the exact rules, among which
we study one. For detailed definitions of the various problems, see the surveys [4, 3, 6] and
the references therein. We study the problem of lions and contamination, which was first
mentioned in [7]. A group of lions tries to eradicate contamination from a graph while the
contamination spreads to all adjacent vertices that are not occupied by a lion.

More formally, suppose there is a graph G = (V, E). At the very beginning, every vertex
occupied by a lion is considered cleared of contamination, whereas the remaining vertices
are considered to be contaminated. In this particular problem, time is viewed as discrete;
and in every step, the lions and the contamination both move simultaneously. Every lion is
allowed to move along an edge that is incident to its current position. Contamination, on
the other hand, spreads along every incident edge to every adjacent vertex, unless the edge
is used by a lion or a lion occupies the adjacent vertex. Figure 1 illustrates an example. The
sequential variant of this problem, where the lions and contamination move one after the
other in alternating time steps, results in a setting where the lions are more powerful and
hence is a very different problem compared to the one we study.

Note that for some graphs, it is easy to see whether k lions can clear the graph of
contamination. However, finding the minimum number of lions required to clear a graph
seems to be a hard question. For example, the minimum number of lions required to clear the
n × n-grid is not known. Nevertheless, it is known that at least ⌊ n

2 ⌋ + 1 lions are needed [5].
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Figure 1 A graph and two lions (indicated by blue crosses). One lion moves in the first time
step, however, contamination moves simultaneously and the vertex gets recontaminated. After the
second step, a vertex that is not occupied by a lion is cleared of contamination (indicated in green).

Since n lions can simply sweep the graph from left to right and clear the grid of contamination,
n is an upper bound on the number of lions needed for clearing the n × n-grid, and this
is the best upper bound currently known. Further, it is believed that n − 1 lions are not
sufficient. For higher-dimensional grids, it is known that Θ(nd−1/

√
d) lions are necessary

and sufficient [2]. In this paper, we study different types of clearings that were defined by
Adams et al. [1] and answer several questions raised in their paper.

We denote a clearing of a graph using k lions as a k-clearing and the graph itself is referred
to as k-clearable. We say a clearing is monotone if no vertex ever gets recontaminated. The
lions and the clearing are said to be polite if at most one lion moves in each time step and
non-stacked if no two lions occupy the same vertex at any point in time.

The paper is organized in the following way. In Section 2, we show that there exist
k-clearable graphs which require more than k lions for any monotone clearing. This implies
that monotone clearings are harder to achieve than non-monotone clearings. In Section 3,
we show that any monotone clearing can be paused at any time and no recontamination
occurs. This allows us to show that any monotone clearing can be converted into a monotone
and polite clearing. We also show that polite clearings can be transformed into non-stacked
clearings (see Theorem 3.4). Finally, in Section 4, we tackle the subgraph question raised
in [1]. Given a k-clearable graph G and some subgraph H ⊆ G, they ask whether H is
k-clearable. We answer this question in some settings.

2 Monotone Clearings

2.1 The n × n Grid
Let us consider the n × n grid. As already mentioned, at least ⌊ n

2 ⌋ + 1 lions are needed, while
n lions are sufficient to clear the grid. If restricted to monotone clearings we can improve
the lower bound and close the gap between the bounds.

Let V (t) be the set of cleared vertices at time t. We define a boundary vertex as a vertex
of V (t) that has a neighbor in V \ V (t). Before we state and prove our result, we first make
two simple observations and recall a lemma proved by Berger et al. [2].
▶ Observation 2.1. The number of cleared vertices in a k-clearing cannot increase by more
than k in one time step.
▶ Observation 2.2. If there are more than k boundary vertices at time t, then at least one
vertex gets recontaminated in the next time step.

▶ Lemma 2.3 (Lemma 5 of [2]). Any vertex set S that is a subset of the n × n grid and
satisfies n2

2 − n
2 ≤ |S| ≤ n2

2 + n
2 has at least n boundary vertices.

▶ Theorem 2.4. A monotone clearing of the n × n grid needs at least n lions.
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Proof. Assume that the n × n grid has a monotone clearing with n − 1 lions. Initially, the
lions start with at most n − 1 < n2

2 + n
2 cleared vertices and eventually have to clear all n2

vertices. Further, Observation 2.1 implies that at most n − 1 vertices are cleared in each
time step. Thus, at some time t, the set of cleared vertices V (t) must satisfy the condition
n2

2 − n
2 ≤ |V (t)| ≤ n2

2 + n
2 . The number of boundary vertices at such a time t will be at

least n due to Lemma 2.3, and Observation 2.2 then implies that at least one vertex will get
recontaminated at t + 1. Hence, no monotone (n − 1)-clearing of the n × n grid exists. ◀

In hindsight, this might not be a very surprising result. However, this does not necessarily
improve the lower bound for non-monotone clearings as we will see in the next subsection.

2.2 Graphs with No Monotone Clearing
Unfortunately, not every graph with a k-clearing admits a monotone k-clearing. Indeed, we
can show that the set of monotone k-clearable graphs is a proper subset of the set of all
k-clearable graphs, which implies that monotonicity is a strong assumption on clearings.
Theorem 2.4 does not improve the general lower bound for grids due to this reason.

▶ Theorem 2.5. For any k ≥ 2 there exist k-clearable graphs with no monotone k-clearing.

Here, we construct a 2-clearable graph G that has no monotone 2-clearing. The arguments
can be extended for k > 2 lions. A formal proof can be found in the full version of the paper.

Proof Sketch. Consider the graph G in Figure 2. It can be cleared using two lions: they
first clear the left square, then walk over to the middle, where one lion guards the vertex u

to block contamination from entering the left square, and one lion goes to vertex v. Next,
they sweep the middle part from left to right and finally, they clear the right square.

v w

G

u

Figure 2 A graph G (i.e., a subgraph of the grid), and one particular situation in the clearing,
where both lions occupy vertex u, the left part already cleared, the right part still contaminated.

On the other hand, G admits no monotone 2-clearing. The main idea is that independent
of how the lions start, they always end up in a situation similar to the one illustrated
in Figure 2, where they cannot clear vertex v without allowing recontamination. ◀

This result however raises the following question.

▶ Open Question 1. Given a k-clearable graph G = (V, E), is it always monotonically
clearable with k + 1 lions? More formally, is there a non-trivial upper bound on the number
of lions required for a monotone clearing?

EuroCG’22



44:4 Lions and Contamination: Monotone Clearings

3 Transforming between Different Types of Clearings

3.1 Pausing Monotone Clearings
We now analyse some properties of monotone clearings. These will then allow us to show
that monotone clearings can always be adapted to monotone clearings with polite lions. We
start with an important observation.
▶ Proposition 3.1. Let C be any clearing of a graph G. Assume that all the lions are paused
indefinitely at time t, i.e., no lion moves from t + 1 onwards. If no vertex gets recontaminated
at time t + 1, then no vertex gets recontaminated at a later time either.
Proof. Recall that contamination spreads along every incident edge at each time step. If
no vertex gets recontaminated at t + 1, it implies that every cleared vertex neighboring a
contaminated vertex is occupied by a lion that blocks the contamination from spreading.
Then, no vertex can get recontaminated after t + 1 either, since the lions continue to block
the contamination from spreading. ◀

▶ Lemma 3.2. A monotone clearing can be paused at any time and no vertex gets recontam-
inated.

The proof uses Proposition 3.1 along with a simple contradiction argument, and can be
found in the full version of the paper. With a more careful analysis of pausing monotone
clearings, we can prove a much stronger result.
▶ Theorem 3.3. Let G be a graph and C be a monotone clearing of G with k lions. Then,
there exists another monotone clearing which uses k polite lions.

The idea of the proof is that whenever we pause the lions, there is an ordering of the
lions that move in the next time step such that the lions can be moved in this order to their
next vertices one after the other, without allowing any recontamination. A formal but rather
technical proof can be found in the full version of the paper. We would like to remark at this
point that this proof is algorithmic, i.e., given a monotone clearing, we can compute another
monotone clearing that uses polite lions without increasing the number of lions.

3.2 Polite and Non-Stacked Clearings
In this subsection, we study clearings which need not be monotone and consider other
restrictions on clearings. In particular, we study the relationship between clearings that use
polite lions and clearings that do not stack lions. We can show the following relation.
▶ Theorem 3.4. Let G be a graph and C be a polite clearing of G with k ≤ n lions. Then,
there exists another k-clearing that does not stack lions.

Instead of stacking lions, chains of consecutive lions are formed such that whenever a
stacked lion needs to move, lions move along this chain instead. The formal proof is deferred
to the full version of the paper. Note that this result implies that the set of graphs that are
clearable with polite lions is a subset of graphs that admit non-stacked clearings. Though we
were unable to prove it, we believe that the converse of Theorem 3.4 is false, because the
time taken by polite lions might be much higher when compared to clearings where multiple
lions can be moved simultaneously, even when stacking is not allowed.
▶ Open Question 2. Is the converse of Theorem 3.4 also true or are there graphs with a
non-stacked clearing but no polite clearing?

When the clearing C is monotone, the converse is indeed true (follows from Theorem 3.3).
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4 Clearable Subgraphs

In the final section of this paper, we study clearings of subgraphs of a k-clearable graph.
More formally, let G = (V, E) be a k-clearable graph, and let H be a subgraph of G. It is
natural to ask if H also admits a k-clearing (see Question 6.1 in [1]). On one hand, the
contamination is restricted due to some missing edges; on the other hand, some edges or
paths in G \ H might be crucial for the lions to clear the graph.

We show that this question can be answered in the affirmative if the clearing on G is
monotone, and that surprisingly, this need not be possible in some other restricted settings.

▶ Theorem 4.1. Let G be a graph with a monotone k-clearing. Then any connected
subgraph H ⊂ G also admits a k-clearing.

Note that the clearing of the subgraph need not be monotone. Figure 3 illustrates a
graph G∗ that admits a monotone 2-clearing (sweeping from left to right). However, recall
Figure 2, which illustrates a subgraph of G∗ that has no monotone 2-clearing.

G∗

Figure 3 A supergraph of the graph illustrated in Figure 2. G∗ is monotone 2-clearable even in
the restricted setting of polite and non-stacked lions.

The main idea of the proof is to use a monotone polite clearing (that exists by Theorem 3.3),
and whenever a lion would need to use a non-existent edge or move to a non-existent vertex,
the lion is instead rerouted to its destination. A formal proof can be found in the full version
of the paper.

Finally, we illustrate a graph where one of its subgraphs does not admit a 2-clearing with
polite and non-stacked lions.
▶ Observation 4.2. The graph G illustrated in Figure 4 is 2-clearable with polite non-stacked
lions. However, its subgraph H is not 2-clearable with polite non-stacked lions.

Note that H is not only a subgraph but also an induced subgraph of G.

G H

Figure 4 Graph G is 2-clearable with polite and non-stacked lions, whereas subgraph H is not.

5 Conclusion

In the first part of the paper, we studied different types of clearings, namely monotone, polite
and non-stacked clearings and we showed some of the relations between them. This gives a
good overview over the different restrictions, though a few questions remain open.

EuroCG’22
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In the second part, we focused on the subgraph question raised by Adams et al. [1]. We
were able to answer the question in some restricted settings. In the general setting, we
believe that there exist graphs with subgraphs that admit no k-clearing. Such a graph might
be rather large. A next step in this direction would be to design an algorithm that checks
whether a given graph is k-clearable. Such an algorithm, however, may not be easy to find.
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Abstract
The Fréchet distance is a well-studied similarity measure between curves that is widely used
throughout computer science. Motivated by applications where curves stem from walks on an
underlying graph (such as a road network), we define and study the Fréchet distance for walks in
graphs. When provided with a distance oracle of G with O(1) query time, the classical quadratic-time
dynamic program can compute the Fréchet distance between two walks P and Q in a graph G

in (quadratic) O(|P | · |Q|) time. We show that, without additional assumptions on G, P , or Q,
quadratic running time is (likely) necessary. Specifically, we provide a conditional lower bound
showing that the Fréchet distance between arbitrary walks in a weighted planar graph cannot be
computed in O((|P | · |Q|)1−δ) time for any δ > 0 unless the Orthogonal Vector Hypothesis fails. Our
result holds even for walks in a constant-complexity graph.

Related Version ArXiv:2201.02121

1 Introduction

The Fréchet distance is a popular metric for measuring the similarity between (polygonal)
curves P and Q. The Fréchet distance is often intuitively defined through the following
metaphor: suppose that we have two curves that are traversed by a person and their dog.
Over all possible (monotone) traversals by both the person and the dog, what is the minimum
length of their connecting leash? This distance measure is similar to the Hausdorff distance,
which is defined for sets, except that it takes the ordering of points along the curve into
account. The Fréchet distance has many applications; in particular in the analysis and
visualization of movement data [7, 11, 17, 25]. It is a versatile distance measure that can be
used for a variety of objects, such as handwriting [22], coastlines [19], outlines of geometric
shapes in geographic information systems [13], trajectories of moving objects, such as vehicles,
animals or sports players [21, 23, 4, 11], air traffic [3] and also protein structures [16]. The
two most-studied variants of the Fréchet distance are the continuous and discrete Fréchet
distance (based on whether the entities traverse a polygonal curve in a continuous manner or
vertex-by-vertex).
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Alt and Godau [2] were the first to study the Fréchet distance from a computational
perspective. They studied how to compute the continuous Fréchet distance of n andm vertices
each in O(mn log(n + m)) time. Recently, this running time was improved by Buchin et
al. [8] to O(n2√logn(log logn)3/2) on a real-valued pointer machine and O(n2 log logn) on
a word RAM with word size Ω(logn). Eiter and Manila [15] showed how to compute the
discrete Fréchet distance DF (P,Q) between two polygonal curves in O(nm) time, which was
later improved to O(nm(log lognm)/ lognm) by Buchin et al. [8].

(a) (b)

Figure 1 The Fréchet distance may be derived from the Euclidean or the shortest path metric.

Conditional lower bounds for the Fréchet distance. The above (near-) quadratic algo-
rithms are accompanied by a series of conditional lower bounds for computing the Fréchet
distance. All these results assume the Orthogonal Vector Hypothesis (OVH) or, by extension,
the strong exponential time hypothesis (SETH) [24]. Bringmann [5] shows that there is
no O(n2−δ) algorithm, for any δ > 0, for computing the (discrete or continuous) Fréchet
distance between two polygonal curves of n vertices each. Bringmann’s original proof uses
self-intersecting curves in the plane. Later, Bringmann and Mulzer [6] showed the same
conditional lower bound for intersecting curves in R1. Bringmann [5] also showed the follow-
ing conditional lower bound tailored to the unbalanced setting where the two input curves
have different complexities: given two polygonal curves of n and m vertices each, there
is no O((nm)1−δ) time algorithm for computing the Fréchet distance. Recently, Buchin,
Ophelders and Speckmann [10] showed that (assuming OVH) there can be no O((nm)1−δ)
time algorithm that computes anything better than a 3-approximation of the Fréchet distance
for pairwise disjoint planar curves in R2 and intersecting curves in R1.

Fréchet distance variants. Variants of the Fréchet distance include those that model
partial similarity by allowing straight-line shortcuts along a curve [14], or by maximizing
the portions of the curves that are matched to each other within a fixed distance [9]. Other
variants constrain the class of mappings by applying speed constraints [18] or topological
constraints [12]. Even other variants extend the class of mappings, such as the weak Fréchet
distance, which was already studied by Alt and Godau [2]. Strikingly, the Fréchet distance has
not been studied for weighted graph metrics. Edge-weighted graphs with their shortest-path
metric are commonly used to model discrete metric spaces [20], and the Fréchet distance can
be derived from the underlying distance metric (Figure 1).

In this paper, we initiate a study of the computational complexity of the discrete Fréchet
distance between walks in a planar graph, where distances between nodes are measured
by their shortest path metric in this graph. This is a natural model when, for example,
measuring the similarity of two trajectories in the same street network (Figure 2). In this
setting, we show a conditional lower bound for computing the discrete Fréchet distance
DF (P,Q) between two walks P and Q in a graph. Specifically, assuming the Orthogonal
Vector Hypothesis (OVH), we show that if G is an integer-weighted planar graph, P and Q
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are walks in G and m = nγ for some constant γ > 0, then for every δ > 0 there can be no
algorithm that computes DF (P,Q) (or a 1.01-approximation) in O((nm)1−δ) time unless
OVH fails. In the full version, we extend this conditional lower bound to paths in a planar
weighted graph and we show algorithmic results for when P is a shortest path.

2 Preliminaries

Let G = (V,E) be an undirected weighted graph with N vertices, where every edge ei has
some corresponding integer weight ωi and all weights can be expressed in a word of Θ(logN)
bits. For any two vertices v1, v2 ∈ V their distance, denoted by d(v1, v2), is the length of
the shortest path from v1 to v2 in G. A walk in G is any sequence of vertices where every
subsequent pair of vertices is connected by an edge in E. A path in G is a walk where no
vertex appears twice in the sequence. Let P be any walk in G, represented by an ordered set
of vertices P = (p1, p2, . . . pn). We denote by |P | = n the number of vertices in P and by [n]
the set (1, 2, . . . , n). We denote the walk Q = (q1, q2, . . . qm), |Q| and [m] analogously.

Discrete Fréchet distance. Given two walks P and Q in G, we denote by [n]× [m] ⊂ N×N
the integer lattice of n by m integers. We say that an ordered sequence F of points in [n]× [m]
is a discrete walk if for every consecutive pair (i, j), (k, l) ∈ F , we have k ∈ {i− 1, i, i+ 1}
and l ∈ {j− 1, j, j+ 1}. It is furthermore xy-monotone when we restrict to k ∈ {i, i+ 1} and
l ∈ {j, j + 1}. Let F be a discrete walk from (1, 1) to (n,m). The cost of F is the maximum
over (i, j) ∈ F of d(pi, qj). The (strong) discrete Fréchet distance is the minimum over all
(xy-monotone) walks F from (1, 1) to (n,m) of its associated cost:

DF (P,Q) := min
F

cost(F ) = min
F

max
(i,j)∈F

d(pi, qj).

Orthogonal Vectors Hypothesis. The Orthogonal Vectors problem can be stated as follows.
Given are sets A and B of d-dimensional Boolean vectors with |A| = n and |B| = m. The
goal is to identify whether there exist two vectors a = (a1, a2, . . . ad) and b = (b1, b2, . . . bd)
with a ∈ A and b ∈ B, such that a and b are orthogonal (i.e.

∑d
i=1 ai · bi = 0). In this paper,

we use the following variant of the Orthogonal Vectors hypothesis. It is implied by SETH,
see Abboud and Williams [1, Section 3], and it is equivalent to the standard variant of OHV
defined by Williams [24], see Bringmann [5].

I Definition 2.1. The Orthogonal Vectors Hypothesis states that for every δ > 0, there exists
constants ω > 0 and 1 > γ > 0 such that the Orthogonal Vectors problem for d-dimensional
vectors with d = ω logn and m = nγ , cannot be solved in O((nm)1−δ) time.

3 Hardness of walks in constant size graphs

We show a conditional lower bound for computing the Fréchet distance between two walks in
a constant size graph G. We show that there cannot be an algorithm that always correctly
computes DF (P,Q) for two walks P and Q in a graph G, in truly subquadratic time, unless
OVH fails, even if the graph G has unit weight. For any instance of Orthogonal Vectors A
and B with n′ and m′ vectors, we create a constant complexity graph G and two walks P
and Q with n = O(n′) and m = O(m′) vertices. We show that there exists a pair of vectors
(a, b) ∈ A×B that are orthogonal if and only if DF (P,Q) ≤ 1.9. Our construction closely
matches the original conditional lower bound for the Fréchet distance by Bringmann [5].
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(a) (b)

Figure 2 (a) A road network can be represented as a graph G. (b) Edges in G can be weighted,
e.g. depending on whether traffic flows fast (grey) or slow (black). Under the graph distance metric,
the Fréchet distance between blue and green may be smaller than the distance between red and
blue; even though under the Euclidean metric, the red-blue Fréchet distance is smaller.

Vector gadgets and walks. For all instances A = (a1, . . . an′) and B = (b1, . . . bm′), we
assume that the vectors are of even dimension (otherwise, we add one dummy coordinate of
0 to each vector). For any instance A and B of Orthogonal Vectors, we start by constructing
two constant complexity gadgets which we call the vector gadgets (Figure 3(a)).

We refer to the gadget that models vectors in A as the red gadget. The red gadget
contains vertices {α, α∗, γ, A{0}, A{1}, R, β∗, β} plus one additional ‘sink’ shown in white.
For all vectors a ∈ A, we create what we call a subwalk f(a) through this gadget as follows:
the subwalk starts at γ and continues to either A{0} if the first value in a is a 0, or to
A{1} otherwise. Then, the subwalk continues to A, and from there to either A{0} or A{1}
depending on the second value in a. We continue alternating between A and a vertex in
(A{0}, A{1}) until we reach the end of vector a. The walk f(A) is now constructed as follows:
it starts at α and moves to α∗. From there, it traverses the first subwalk f(a1). This subwalk
ends at A, at which point the walk traverses through A{0} to γ to start f(a2). The walk
ends at β∗ into β. Formally, we denote by ◦ the concatenation of two walks and say:

f(A) = {α}◦{α∗}◦f(a1)◦
{
A{0}

}
◦f(a2)◦

{
A{0}

}
◦f(a3)◦

{
A{0}

}
◦ . . . f(an′)◦{β∗}◦{β}.

Similarly, the blue gadget for vectors in B contains vertices {x, y,B{0}, B{1}, z} plus one
additional sink denoted by s. For all vectors b ∈ B we create a subwalk g(b) in a similar
fashion. The subwalk g(b) starts at y and then continues to either B{0} or B{1} depending
on the first value in b. Then, the subwalk alternates between B and a vertex in (B{0}, B{1})
based on the successive value in b. The subwalk g(b) ends at z. The walk f(B) is now
constructed as follows: the walk starts at x and proceeds with the subwalk g(b1). Then we
walk goes from B to z, and from z through s to x, and we repeat this process for every vector
in B. Formally we write:

g(B) = {x} ◦ g(b1) ◦ {z} ◦ {s} ◦ {x} ◦ g(b2) ◦ {z} ◦ {s} ◦ . . . {x} ◦ g(bm′) ◦ {z}

From gadgets to a graph. We connect the vector gadgets as shown in Figure 3(b). We say
that a pair of red and blue vertices is close whenever their distance is at most 1.9. Thus, the
Fréchet distance is at most 1.9 if and only if there exists a traversal, where at all times the
paired vertices are close. We observe the following distances between red and blue vertices:
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α
α∗ β∗

x y z

γ

1.8 0.8

0.2
DF (P,Q) ≤ 1.9
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B

β

B{0}

α
α∗ β∗

x y z

γ A

A{0}

B

β

B{0}

(a) (b)

s s

B{1}

A{1}

0.1

A{1}

B{1}

1.8 0.8

0.2
DF (P,Q) ≤ 1.9

0.1

Figure 3 (a) The gadget corresponding to vectors in A (red) and vectors in B (blue). (b) We
connect the two gadgets with weighted edges.

I Theorem 3.1. Let G be a planar, integer-weighted graph, P and Q be two walks in G with
n and m vertices and n = mγ for some constant 0 < γ ≤ 1. For all δ > 0, there can be no
algorithm that computes the Fréchet distance between P and Q in O((nm)1−δ) time.

Proof. We observe that for any given A and B of n′ and m′ vectors, we can construct these
two walks P = f(A) and Q = g(B) with n = O(n′) and m = O(m′) vertices respectively.
We prove this theorem through showing that there are two orthogonal vectors if and only if
DF (P,Q) ≤ 1.9.

Two orthogonal vectors imply DF (P,Q) ≤ 1.9. First, we show that if there exist two
vectors (a, b) ∈ A×B such that a and b are orthogonal, then DF (P,Q) ≤ 1.9. We construct
a traversal where at all times the red entity (Red) traversing P is close to the blue entity
(Blue) traversing Q. First, Red remains stationary at the vertex α, whilst the blue entity
traverses B until it reaches g(b). Since α is close to every blue vertex, they remain close.

Then, whilst Blue remains stationary at the vertex x, Red traverses P up to the start of
f(a) into the vertex γ. Every red vertex (except β∗) is close to x and thus they remain close.

At this point, Blue moves to y as Red remains stationary at γ. Then, both entities
simultaneously traverse their respective vector gadgets. Observe that during this traversal,
since a and b are orthogonal, the entities remain close. After this traversal, the Blue remains
stationary at z, whilst Red traverses the remainder of P . Every red vertex (except α∗) is
close to z and thus the entities remain close during this traversal. Finally, Red remains
stationary at β whilst Blue traverses the remainder of Q.

DF (P,Q) ≤ 1.9 implies two orthogonal vectors. We show that if the Fréchet distance
between P and Q is at most 1.9, then there exists a pair of vectors (a, b) ∈ A×B such that a
and b are orthogonal. Indeed, fix any traversal of P and Q that realises the Fréchet distance.
When Red is at α∗, Blue must be at x on some subwalk f(a).
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dist. α α∗ β β∗ γ A{0} A{1} A

x 1.8 1.8 1.8 3.6 1.9 1.9 1.9 1.9
y 1.9 3.6 1.9 3.7 1.8 2 2 2
z 1.8 3.6 1.8 1.8 1.9 1.9 1.9 1.9

B{0} 1.9 3.7 1.9 3.7 2 0.8 1.6 2
B{1} 1.9 3.7 1.9 3.7 2 1.6 2 2
B 1.9 3.7 1.9 3.6 2 2 2 1.8

Table 1 Pairwise distances, close pairs are marked orange.

Consider now the time when Blue oves from x to y (where y lies in a gadget corresponding
to some vector b ∈ B). At this time, Red cannot be at the vertex α because α precedes α∗.
Similarly, Red cannot be at the vertex β because β∗ precedes β and β∗ is not close to any
vertex between x and y. It follows, that Blue must be at y on some subwalk f(b)

Now let without loss of generality Red continue the traversal in the direction of {A{0}, A{1}}.
We can apply the same argument and conclude that Blue must also move to the unique
corresponding vertex in the traversal in the direction of {B{0}, B{1}} (where Blue must go
towards B{1} if Red goes to A{0}). We can continue to apply the same argument to show
that these vectors a and b must be orthogonal. This concludes the proof. J
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Abstract
Let P be a simple polygon with n vertices, and let A be a set of m points or line segments in P . We
develop data structures that efficiently count the objects in A that are visible to a query point or
segment. We obtain fast, O(polylog nm), query times, while using as little space as possible, for all
combinations of settings. In this abstract, we focus on the result where the query is a line segment
and A contains only points, obtaining O(log n log nm) query time using only O(nm2+ε + n2) space.

Related Version Full Version: https://arxiv.org/abs/2201.03490 [6]

1 Introduction

Let P be a simple polygon with n vertices, and let A be a set of m points or line segments
inside P . We develop efficient data structures for visibility counting queries in which we wish
to report the number of objects from A visible to some (constant-complexity) query object
Q. An object X in A sees Q if there is a line segment connecting X and Q contained in
P . We are mostly interested in the case when Q is a point or a line segment. Our aim is
to obtain fast, O(polylog nm), query times, using as little space as possible. Our work is
motivated by problems in movement analysis where we have sets of entities, for example, an
animal species and their predators, moving in an environment, and we wish to determine if
there is mutual visibility between the entities of different sets and quantify it by counting.

There is a lot of work on visibility in polygons [16, 17, 23, 24, 25, 26] (and even on
terrains [1, 14]); the data structure version has been considered, too, where the polygon is
given in advance [3, 10, 20, 22]. There are efficient data structures for querying visibility
between two points [22] and the visibility polygon of a point [3]. For weak visibility polygons,
i.e. visibility polygons of line segments, there is algorithmic work [20] and work on the data
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Table 1 Results in this paper and its full version [6]. • and / denote points and line segments,
respectively.

A Q
Data structure Section

Space Preprocessing Query

• • O(nm2) O(nm log n + nm2) O(log nm) 2
O(n+m2+ε log n) O(n + m log2 n + m2+ε log n) O(log n log nm) 2

/ • O(nm2) O(nm log n + nm2) O(log nm) 2
• / O(n2 + nm2+ε) O(n2 log m + nm log n + nm2+ε) O(log n log nm) 3
/ / O(n2 + nm2+ε) O(n2 log m + nm log n + nm2+ε) O(log n log nm) [6]

q

PL

D

Figure 1 The filled shape is the cone V (q, D, PL).

structure version [12]. Eades et al. [15] and Aronov et al. [3] present data structures for
visibility of moving points. Visibility counting queries have been studied before, as well, but
mostly for counting the visible edges of the simple polygon containing the query point [5] or
line segment [7]; there are also approximation algorithms [2, 18, 27]. In contrast, we count
other visible line segments with visibility obstructed by the simple polygon. Our setting is
closer to the problem of reporting all visible pairs of points in a simple polygon [4].

We discuss the following data structure question:1 given a set of objects (points or line
segments) A in a simple polygon P on n vertices, count the objects in A visible from a query
object Q in P . We can answer such queries efficiently, i.e. in polylogarithmic time in n and
|A| = m. In this abstract, we state the results, devoting extra attention to Section 3, as the
machinery developed there is most useful to understand. The interested reader should refer
the the full version [6] for details of the other settings. See Table 1 for an overview of the
results. Next, we review some tools we use to build our data structures.

1.1 Preliminaries
A cone is a subspace of the plane enclosed by two rays from some point p, called the apex.
Define the visibility cone of point p ∈ P through a line segment Q ⊂ P as the set of rays that
intersect Q before properly crossing the boundary of P for the first time. A visibility ray is
any ray in such a cone. Let D be a diagonal of P and let PL and PR be the two subpolygons
we obtain when splitting P with D. For convenience, denote the visibility cone of point
p ∈ PL through D by V (p, D, PL). It can be seen as the set of rays from p that intersect D

and only cross the boundary of PL at D (see Figure 1).

Cutting trees. We frequently use a cutting tree, a data structure based on recursively
subdividing the plane to support fast half-plane range queries [9, 11, 13]. A benefit of

1 The algorithmic version can be solved in optimal O(n + m log n) time (see the full version).
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that data structure is the ability to nest levels to support simplex range searching without
increasing storage requirements or query time. Through the use of geometric dualisation, we
can use variants of this data structure to support intersection and containment queries.

▶ Lemma 1. Let L be a set of m lines. We can store L in a multilevel cutting tree, using
O(m2+ε) space and preprocessing time, so that given a query line segment pq, we can count
the number of lines in L intersected by pq in time O(log m).

Proof. Observe that a line from L is either above or below point p. If a line is below both
points p and q, then the line and pq do not intersect; same holds if it is above both points.
So, to check that it does intersect pq, it suffices to test, for lines above p, that they are also
below q; and the other way around. This can be done with two queries to a two-level cutting
tree in a standard way. In the first query, we find the canonical subsets representing lines
that lie above p and then select the subsets representing lines that also lie below q. The
second query handles the lines below p and above q. Summing up the counts from both
queries gives the answer in the time stated in the lemma. ◀

Polygon decomposition. For a simple polygon P on n vertices, Chazelle [8] shows that we
can construct a balanced hierarchical decomposition of P by recursively splitting the polygon
into two subpolygons of approximately equal size. The polygon is split on diagonals between
two vertices of the polygon. The recursion stops when reaching triangles. The decomposition
can be computed in O(n) time and stored using O(n) space in a balanced binary tree.

Hourglasses and the shortest path data structure. Let P be a simple polygon. An
hourglass for segments pq, rs in P is the union of geodesic shortest paths in P from a point
on pq to a point on rs [19]. There is a data structure to compute shortest paths in P [19, 21]
using O(n) space and preprocessing time, based on the polygon decomposition [8] and the
hourglasses between the diagonals of the decomposition. It can be queried in O(log n) time:
Shortest path query. Given points p, q ∈ P , return the geodesic shortest path between p

and q in P as a set of O(log n) nodes of the decomposition.
Segment location query. Given a segment pq, return the polygon cover of pq, i.e. the two

leaf triangles containing p and q in the decomposition and the O(log n) pairwise disjoint
open hourglasses, so that the leaf triangles and the hourglasses fully cover pq.

Cone query. Return the visibility cone from a point s through the line segment pq in P .

2 Point Queries

Suppose the query is a point q. There is a simple arrangement-based solution using the fact
that the desired count is the number of the (weak) visibility polygons of the objects in A

that contain the query point. We can precompute the arrangement of the visibility polygons
and preprocess it for point location; based on previous results on the complexity of such an
arrangement [5], we arrive at the result. See the full version [6].

If the objects in A are also points, we get much better bounds on space and preprocessing
time by employing the polygon decomposition by Chazelle [8] to hierarchically split the
polygon on diagonals. We associate a data structure with every node in the decomposition
tree. Assuming the data structure is associated with a split at diagonal D splitting P into PL

and PR, and assuming q ∈ PL, we can count the points in A ∩ PR using the data structure;
we store a symmetric data structure for q ∈ PR. The key insight is that any point a ∈ A ∩ PR

sees q in P if and only if q ∈ V (a, D, PR) and a ∈ V (q, D, PL). See Figure 2.

EuroCG’22
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Figure 2 Visibility cones (coloured regions) of (coloured) points w.r.t. some diagonal D. (a) Blue
and red are mutually visible. (b) Green and blue cannot see each other, nor can orange and blue.
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Figure 3 Partitioning of the polygon based on the polygon cover of pq.

3 Segment Queries

Given a simple polygon P and a set A of points in P , we construct a data structure that
efficiently counts points in A that see a query segment pq. We use the data structure by
Guibas and Hershberger [19] (GHDS) on P as the foundation. For a given query pq, GHDS
partitions P into four types of regions (Figure 3): hourglasses (orange); triangles that contain
p or q, denoted by TL and TR (blue); regions that have as a border the upper or the lower
chain of an hourglass, called side polygons (green); and regions that have as a border an edge
of TL or TR, called end polygons (red). Each point of A belongs to only one region.

Given a segment pq at query time, we find its polygon cover. Counting the visible objects
inside the relevant hourglasses and triangles is easy—all of them are visible. For the end
polygons, we make a case distinction on the way the visibility cones of the objects cross the
adjacent triangles, and use inclusion–exclusion-style arguments to obtain the correct count
(see the full version [6]). For the side polygons, we check the conditions for an object not to
be visible, and we subtract that from the overall count of points in the relevant side polygons.

3.1 The Data Structure
We begin by introducing a helper data structure.
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Figure 4 (a) We count the blue rays intersecting the shortest path between q and vL. We store
(b) a multilevel cutting tree to query ray intersections with pq and qvL and (c) a shortest path map to
count the rays intersecting the shortest path from vL to p. In this case, we count 1/2 · (3 + 1 + 4) = 4.

▶ Lemma 2. Let H be an hourglass bounding a side polygon S. Denote the left diagonal of
H by DL, and the polygon bounded by DL by PL. Let R be an arbitrary given set of visibility
rays from objects in S into H that exit H through DL. Denote the leftmost vertex of the
convex chain separating H from S by vL. (See Figure 4.) Given a query point q ∈ PL left of
the supporting line of DL, whose shortest path to vL in PL forms an upwards convex chain,
we aim to count the rays in R that intersect this chain. In time O(|R|2+ε + |PL| log|R|),
we can compute a data structure of size O(|R|2+ε + |PL|) that answers such queries in time
O(log|R||PL|).

Proof sketch. Any edge of a shortest path between q and vL is left of the supporting line
of DL, so we can use the data structure of Lemma 1 on R to count the rays intersecting
an edge in O(|R|2+ε) space and time. We compute a shortest path map with root v in PL,
where we store the number of rays intersected on the path to vL for each edge. For a query,
we can do two intersection queries and combine the counts (see Figure 4). ◀

We now introduce our Segment Query Data Structure (SQDS), based on the GHDS and
augmented with extra data. It decomposes the polygon into hourglasses and triangles.

The data structure for hourglasses. Consider an hourglass H bounded by diagonals
DL = vLuL, DR = vRuR, and the upper and the lower chains π(vL, vR) and π(uL, uR) in
the GHDS. Let SU be the (possibly degenerate) side polygon of H that is incident to the
upper chain, and let CU be the visibility cones of entities in SU into H. Note that these
are cones through the appropriate diagonal that forms part of π(vL, vR); the cones can be
computed using a cone query to the full convex chain. For the hourglass H itself, we store
the number of objects in A that are contained in H. For ease of exposition, we refer to the
boundaries of a cone C ∈ CU as the left and the right boundary, when viewed from the apex
of the cone in the direction of the cone. For the upper chain of H, we store in SQDS:
H1. The number of non-empty visibility cones in CU .
H2. The right cone boundaries of cones in CU that exit H through DR in the Lemma 2 DS.
H3. The left cone boundaries of cones in CU that exit H through DL in the Lemma 2 DS.
We store symmetrical data structures for the bottom chain of H.

EuroCG’22
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Figure 5 Cones entering from side polygon SU that (a) see or (b) do not see pq.

The data structure for triangles. We store data structures that let us count the visible
objects in the end polygons and inside the triangles. Refer to the full version [6] for details.

▶ Lemma 3. The SQDS requires O(nm2+ε + n2) space and can be constructed in time
O(nm2+ε + nm log n + n2 log m).

3.2 Counting Entities in Side Polygons
Let H be an hourglass that covers a part of query segment pq (see Figure 5).

▶ Lemma 4. Let H be an hourglass with diagonals DL = uLvL and DR = uRvR, let SU

be the (possible degenerate) side polygon bounded by the upper chain of H, and let pq be a
segment that intersects both DL and DR, with p to the left of DL and q to the right of DR.
Let a ∈ SU be a point with a non-empty visibility cone C into H. Then point a does not see
pq if and only if either the right boundary RR of C intersects π(vR, q), or the left boundary
RL of C intersects π(vL, p).

Proof. First, assume that a does not see pq. We argue that RR intersects π(vR, q) or RL

intersects π(vL, p). Assume for the sake of contradiction that neither condition holds. Let I

be the region bounded by vLvR, π(vR, q), pq, and π(p, vL). Since C can see points in H along
RR and RL, RR and RL enter the region I through vLvR, or a already lies inside I. Since
RR is a ray, it must also exit I, and by definition it cannot exit through vLvR. It cannot
exit I through pq, either, as that would mean a can see pq. Furthermore, by assumption,
RR does not intersect π(vR, q). Hence, RR intersects π(vL, p). Using a similar argument,
RL intersects π(vR, q). It now follows that the intersection point s = pq ∩ DL lies inside the
cone C, and must therefore be visible to a (i.e. nothing above H can intersect ap, and inside
H ap does not intersect any polygon vertices). Hence, a sees pq. Contradiction.

Now assume that RR intersects π(vR, q) (the case that RL intersects π(vL, p) is symmetric).
We now argue that a cannot see pq. Let IR be the region bounded by pq, DR, and π(vR, q).
A point s on pq is visible via a ray R, entering via DR, if it first exits the region IR via
pq. Since RR is not obstructed in H, it must enter IR via DR. In addition, by assumption,
it first exits via π(vR, q). If RR intersects π(vR, q) once, then by convexity of π(vR, q), it
follows that q is below RR and thus below any ray R in the cone C, thus it is not visible.
If RR intersects π(vR, q) twice, there is a subsegment of pq above RR. The ray RR now
partitions IR into three regions: one below RR, containing points that cannot be visible, and
two regions above RR. The right region contains the subsegment of pq that is still above RR.
Consider now any ray R that could be a visibility ray to a point x ∈ pq. This ray must be
above RR and must intersect pq at x. This means that it must traverse the region IR from
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DR to x. But since R must be above RR, it follows that it must cross the two regions above
RR, which are separated by a polygon boundary. Thus, no x ∈ pq is visible from a. ◀

▶ Lemma 5. Using H1, H2, and H3 stored with each chain of hourglass H in our SQDS,
we can count the visible objects in the side polygons of H in time O(log nm).

Proof. By Lemma 4, we can count the number of visible objects from the upper side polygon
by taking the total number of objects with non-empty visibility cones from the upper side
polygon and subtracting those for which either RR intersects π(vR, q) or RL intersects
π(vL, p). Counting for the lower side polygon is symmetrical. We store the number of entities
with non-empty visibility cones from the side polygon in H1. Then, we query our H2 and H3
data structures to count the number of visibility cones that exit through DL and DR that
do not see pq. This requires O(log nm) time per chain, yielding the total query time. ◀

There are O(log n) hourglasses, so the query time is dominated by the side polygons.

▶ Theorem 6. Let P be a simple polygon with n vertices, and let A be a set of m points in P .
In time O(nm2+ε + nm log n + n2 log m), we can build a O(nm2+ε + n2)-size data structure
that can count the points from A that see a query segment pq in O(log n log nm) time.
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1 Introduction

Sets of moving entities can form groups that travel closely together for significant periods of
time. There is a large body of work which describes methods to determine when and where
groups are formed [3,6,7,8,10,14]. Analyzing the shape and the movement properties of such
groups allows us to infer the underlying movement behavior. In this abstract we study how
to characterize and kinetically maintain the density of a group. This density can capture, for
example, the response of herd animals to predators or human intrusion [5, 11].

Specifically, we focus on a set P of n points moving linearly in one dimension, that is, on a
line. We assume that the points in P continuously form a single group. To model the density
within this group we use the well-known concept of kernel density estimation (KDE). Given
the points in P , KDE constructs a function KDEP which estimates the density over the
whole domain. KDE uses kernels which are functions K : R → R+ that capture the influence
of a single point p ∈ P . The function KDEP is the sum of the individual kernels, normalized
to lie in the range [0, 1]. There are a variety of different kernels which are commonly used
by KDE. We use the triangular kernel function, which is defined as K∆(x) = 1 − |x|/σ if
|x| < σ, and K∆(x) = 0 otherwise (see Figure 1). Here σ denotes the kernel width, which
captures the influence of an individual point. We have [12,15]:

KDE∆
P (x) = 1

n

∑

p∈P

K∆(x − p) for x ∈ R.

The local minima and maxima of KDE∆
P characterize the dense and sparse areas of the

group P . In the remainder of this abstract we sketch how to maintain these critical points of
KDE∆

P with the help of a kinetic data structure (KDS) [2] as the points in P move linearly.

~

Figure 1 KDE∆
P (x): local maxima are indicated in red and local minima are indicated in blue.
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community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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Results. In Section 2 we present a KDS that maintains the set of critical points C of KDE∆
P

of a set P of n linearly moving points in 1D. Our KDS is local, compact, responsive, and
weakly efficient. However, the total number of events can be Θ(n2). We hence show in
Section 3 how to maintain an approximation of the set of critical points C via a coreset [13]
of the 1D trajectories of the points in P . The coreset Q has size O( 1

ε2 log 1
ε ), for ε > 0. Q

does not change while the points move and hence requires no updates unless a point changes
its trajectory. Using Q we can maintain a set of critical points CQ, which approximate the
critical points C well in a topological sense: we prove that CQ contains all critical points
with persistence at least 2ε. Omitted proofs can be found in the full version of the paper.

2 Exact KDS

In this section we present a KDS that maintains the critical points C of KDE∆
P . We first

describe how to find the critical points of KDE∆
P for a static point set P without explicitly

computing KDE∆
P . To do so, we first introduce some notation.

Let P = {p1, . . . , pn} and let li = pi −σ and ri = pi +σ denote the left and right boundary
of the kernel of pi ∈ P . Since the kernel is triangular, the function KDE∆

P can have bends
only at pi, li, or ri for 1 ≤ i ≤ n; it must be linear in between. We refer to the bends in
KDE∆

P correspondingly as bpi, bli, and bri (see Figure 2). The slope of KDE∆
P increases by

1
σn at bends bli and bri, and decreases by 2

σn at bends bpi. We use these slopes to determine
the critical points. Note that critical points in KDE∆

P do not always consist of a single bend,
but may consist of a horizontal segment, even in non-degenerate settings. These horizontal
segments have three different types. If the slope of the function is increasing before and
decreasing after the horizontal segment, we call the segment a plateau (Figure 3 left); a
plateau is a type of maximum. Similarly, if the slope is decreasing before and increasing after
the horizontal segment, it forms a type of minimum called a valley (Figure 3 center). Any
other horizontal line segment is called a flat (Figure 3 right). The bends at the left and right
endpoints of a horizontal segment are called starting and ending h-bends, respectively. We
call a bend regular if it is neither a local maximum nor an h-bend.

For a coordinate x ∈ R, we define the left points Pℓ(x) and the right points Pr(x) as those
points of P that lie inside the open interval (x − σ, x) and (x, x + σ), respectively. If there is
no bend located at x, then the slope of KDE∆

P at x is |Pr(x)|−|Pℓ(x)|
σn . Hence, we can deduce

from the number of left and right points if a bend is a local maximum or a starting or ending
h-bend. Since the slope increases only by increments of 1

σn , a single bend can never be a
local minimum, unless the point set is degenerate (two points or boundaries coincide). In
the following we assume that the point set is non-degenerate.

▶ Lemma 1. A bend bpi with pi ∈ P is a local maximum in KDE∆
P iff |Pℓ(pi)| = |Pr(pi)|.

Proof. Let p−
i = pi − ε be a point just before pi and p+

i = pi + ε be a point just after pi, for
some arbitrarily small ε > 0. Assume that bpi is a local maximum. Then |Pr(p−

i )| > |Pℓ(p−
i )|

pi

rili

bpi

bribli

Figure 2 The triangular kernel.

Plateau Valley Flat

Figure 3 The three types of horizontal segments.
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and |Pr(p+
i )| < |Pℓ(p+

i )|. Since Pr(p−
i ) = Pr(pi) ∪ {pi} and Pℓ(p+

i ) = Pℓ(pi) ∪ {pi} (and
Pℓ(p−

i ) = Pℓ(pi) and Pr(p+
i ) = Pr(pi)), we have |Pℓ(pi)| = |Pℓ(p−

i )| < |Pr(p−
i )| = |Pr(pi)| + 1

and |Pr(pi)| = |Pr(p+
i )| < |Pℓ(p+

i )| = |Pℓ(pi)| + 1. This implies that |Pℓ(pi)| = |Pr(pi)|.
Furthermore, if we assume that |Pℓ(pi)| = |Pr(pi)|, then we directly obtain that |Pr(p−

i )|−
|Pℓ(p−

i )| = 1 and |Pr(p+
i )| − |Pℓ(p+

i )| = −1, and hence bpi is a local maximum. ◀

We can determine starting and ending h-bends in a similar manner:

▶ Lemma 2. For every point pi ∈ P :
bpi is a starting h-bend if and only if |Pr(pi)| = |Pℓ(pi)| + 1
bpi is an ending h-bend if and only if |Pℓ(pi)| = |Pr(pi)| + 1
bli is a starting h-bend if and only if |Pℓ(li)| = |Pr(li)| + 1
bli is an ending h-bend if and only if |Pℓ(li)| = |Pr(li)|
bri is a starting h-bend if and only if |Pℓ(ri)| = |Pr(ri)|
bri is an ending h-bend if and only if |Pℓ(ri)| + 1 = |Pr(ri)|
We can determine the type of a horizontal segment based on its starting and ending

h-bends: bends bpi decrease the slope and hence bound a plateau or one side of a flat, and
bends bli and bri increase the slope and hence bound a valley or the other side of a flat.

Kinetic Data Structure. We can maintain the set C of critical points of KDE∆
P by keeping

track of the following information:

1. The number of left and right points for all points pi ∈ P and their boundaries li and ri,
2. The order of all points pi, li, and ri in 1D (to match up starting and ending h-bends).

The left and right points of points and boundaries can change only when two points or
boundaries coincide. Our KDS hence simply maintains the sorted order of all points and
boundaries, and updates the left and right points accordingly (along with the classifications
as critical points). In the following, let pi(t) (or li(t), ri(t)) be the position of point pi ∈ P

(or its boundaries) at time t. Let the time of an event be t0. The following events can occur:

Point-Point collision (pi(t0) = pj(t0)). Note that we also have that li(t0) = lj(t0) and
ri(t0) = rj(t0). Essentially, points pi and pj (and their boundaries) switch places, and the
critical points of KDE∆

P do not change. However, if pi was a local maximum or a starting
or ending h-bend before the event, then pj takes over this role after the event, and vice
versa. The same holds for the boundaries of pi and pj . We call this event a shift event.

Boundary-Boundary collision (ri(t0) = lj(t0)). Just before the event we have that the left
and right points of ri and lj are the same. WLOG assume that ri(t) > lj(t) for t > t0.
Hence Pr(ri) gains pj and Pℓ(lj) gains pi at t = t0. Lemma 2 implies that if ri is a
starting (ending) h-bend before the event, then lj becomes a starting (ending) h-bend
after the event, and vice versa. Hence, this is another shift event.

Boundary-Point collision (ri(t0) = pj(t0)). We also have that pi(t0) = lj(t0). WLOG
assume that ri(t) > pj(t) for t > t0. Both the left- and the right points change: (1)
Pℓ(pj) gains pi, (2) Pr(pi) gains pj , (3) pj is removed from Pr(ri) and added to Pℓ(ri),
and (4) pi is removed from Pr(lj) and added to Pℓ(lj). Based on these changes, the types
of bends and hence the set of critical points can change in various ways ; next to shift
events, it can also happen that local maxima or h-bends are eliminated (the bends become
regular). We call such events death events. Similarly, regular bends can become local
maxima or h-bends, which we refer to as birth events. These updates can be processed
using Lemma 1 and Lemma 2.
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▶ Theorem 3. Let P be a set of n linearly moving points in one dimension. The KDS
described above maintains the set of critical points of KDE∆

P and is local, compact, responsive
and weakly efficient.

Proof sketch. The KDS requires certificates only for the order between the points pi ∈ P

and their boundaries li and ri. Since the set of critical points can change only when the
order changes, no separate certificates are needed. Hence, we need 6 certificates for each
point pi ∈ P (2 each for pi, li, and ri), and consequently the KDS is local and compact.
When processing an event we first update the order of the points and boundaries. Next,
since every event involves O(1) bends, we can efficiently update the left and right points
counts in O(1) time. Further, we can use Lemma 1 and Lemma 2 to efficiently update the
types of bends and the set C of critical points. Including the insertion of new events in the
event queue, every event can be handled in O(log n) time, and hence the KDS is responsive.
Finally, since we maintain the order of 3n elements, the total number of events is Θ(n2)
under linear motion. It is straightforward to construct an example where the number of
external events (where the set of critical points changes) is also Θ(n2): if σ is sufficiently
small, then every time two points collide, two local maxima are first merged and then split
again. Thus, the KDS is also weakly efficient. ◀

3 Approximation

The KDS we described in Section 2 is only weakly-efficient: there are examples where there
are Θ(n2) external events (when critical points change), but in general there might be much
fewer such changes. Our KDS however tracks the sorted order of the points and hence always
processes Θ(n2) events. Furthermore, there are also external events of low significance: small
“bumps” in the density function where critical points of low relevance appear and quickly
disappear again. Here, we use the concept of topological persistence to quantify the relevance
of critical points. We will briefly describe the concept of topological persistence for simple
one-dimensional functions f : R → R. This explanation is simplified; see e.g. [4] for a formal
treatment of the subject.

For a function f : R → R, let the sublevel set of f with respect to a value y be defined
as Lf (y) = {x | f(x) ≤ y}. Note that, for a “smooth” function, Lf (y) generally consists
of a number of intervals in the domain of f . Now consider Lf (y) as we increase the value
of y. If y is below the minimum of f , then Lf (y) is empty. When we encounter a local
minimum of f , say at x−, then x− is added to Lf (y) when y = f(x−), and it grows into
an interval of Lf (y) as y is increased further. We refer to the local minimum at x− as the
representative of the corresponding interval. We can say that the birth of this interval was
at y = f(x−). When we encounter a local maximum of f , say at x+, then two intervals of
Lf (y) are merged into one at y = f(x+). Let x−

1 and x−
2 be the representatives of the two

intervals, and assume WLOG that f(x−
1 ) < f(x−

2 ). Then x−
1 becomes the representative of

the merged interval (this is called the elder rule), and x−
2 and x+ will form a new persistence

pair between a local minimum and a local maximum. The difference f(x+) − f(x−
2 ) is called

the persistence of the persistence pair (x−
2 , x+). We also say that the death of the interval of

x−
2 was at y = f(x+).

We continue increasing y until Lf (y) contains all points in R. The persistence pairs
generated in this process describe a topological signature of the function f . The idea is that
persistence pairs with small persistence are mostly caused by noise, and persistence pairs
with large persistence describe the main behavior of the function. Thus, we can say that
critical points that are involved in a persistence pair with high persistence are more relevant
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for the behavior of the function than critical points that are involved in a persistence pair
with low persistence. For simplicity we refer to the persistence of a critical point as the
persistence of the corresponding persistence pair in which the critical point is involved.

In the following, we describe how to use coresets to approximate the set of critical points
in such a way that (1) our KDS processes fewer events, and (2) the approximate critical
points represent those with high persistence. Specifically, we replace the point set P by a
smaller point set Q—the coreset. In our context, a coreset Q is an ε-approximation, for some
ε > 0, if the following holds:

max
x∈R

|KDE∆
P (x) − KDE∆

Q(x)| ≤ ε.

KDE∆
Q may not have the same critical points as KDE∆

P . However, Cohen-Steiner et al. [4]
show that it preserves the critical points with topological persistence at least 2ε. KDE∆

Q

might also preserve some critical points of KDE∆
P with low persistence, however, the total

number of critical points is bounded by O(|Q|).
In one dimension we can easily compute an ε-approximation Q of P of size O( 1

ε ) using
various methods. However, we also need to maintain this approximation as the points move,
while keeping the current performance levels of the KDS with respect to locality, compactness,
and responsiveness. Therefore we propose to use a coreset Q which remains fixed over the
entire linear motion of the points in P . We can then build the KDS directly on Q instead of
on P ; we only need to update the KDS if the flight plan of one of the points in P changes.

Consider now the set of linear functions that describe the linear motion of the points in
P , where the horizontal dimension is time, and the vertical dimension describes the position
in 1D. These functions form a linear arrangement where each moving point is represented
by a line. Every vertical slice represents the point set P at some time t and every vertical
segment corresponds to an interval in 1D at some time t. The pair (S, R), where S is the set
of lines, and R contains all subsets of lines in S intersected by a single vertical segment, forms
a range space. The following theorem by Agarwal et al. [1] gives us the tools to efficiently
compute and maintain an ε-approximation of this range space.

▶ Theorem 4 ( [1, Theorem 4]). Given a range space X = (S, R) of VC-dimension d

and a parameter ε, one can (deterministically) maintain an ε-approximation of X of size
O( 1

ε2 log( 1
ε )), in O( log2d+3 n

ε2d+2 (log(log(n)/ε))2d+2) time per insertion and deletion.

The ε-approximation from Theorem 4 does not directly imply an ε-approximation for
our kernel density estimation, since it applies to a uniform kernel instead of a triangular
kernel. However, Joshi et al. [9] show that the ε-approximation of a range space is also an
ε-approximation for well-behaved kernel functions. It remains to determine the VC-dimension
of our range space. Using geometric point-line duality which replaces a line ax − b by a point
(a, b) and vice versa, our range space is equivalent to the range space on a set of points in 2D,
where each range is represented by an infinite strip (with arbitrary width and orientation).
The VC-dimension of this range space is 5.

We now build the KDS of Theorem 3 on the coreset Q obtained via Theorem 4. This
allows us to maintain the critical points of KDE∆

P that have persistence at least 2ε. The
number of points in the KDS is reduced from n to O( 1

ε2 log( 1
ε )); it follows directly that the

number of events is reduced from Θ(n2) to O( 1
ε4 log2( 1

ε )). If the flight plan of a point in
P changes, then we have to update coreset Q (and hence the KDS); this can be done in
O( log13 n

ε12 (log(log(n)/ε))12) time by Theorem 4.
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Future work. Our approach cannot explicitly track function values at critical points.
Although this allows us to maintain the set of critical points, we cannot track relations
between critical points, like persistence or contour trees. We plan to extend our approach to
maintain such information efficiently. Furthermore, we intend to extend our approach to
higher dimensions, specifically to 2D, and to apply our algorithms to real-world data.

References
1 Pankaj Agarwal, Mark de Berg, Jie Gao, Leonidas Guibas, and Sariel Har-Peled. Staying in

the Middle: Exact and Approximate Medians in R1 and R2 for Moving Points. Proceedings
of the 17th Canadian Conference on Computational Geometry, pages 43–46, 01 2005.

2 Julien Basch, Leonidas Guibas, and John Hershberger. Data structures for mobile data.
Journal of Algorithms, 31(1):1–28, 1999.

3 Kevin Buchin, Maike Buchin, Marc van Kreveld, Bettina Speckmann, and Frank Staals.
Trajectory grouping structure. Journal of Computational Geometry, 6(1):75–98, 2015.

4 David Cohen-Steiner, Herbert Edelsbrunner, and John Harer. Stability of persistence
diagrams. Discrete & Computational Geometry - DCG, 37:263–271, 2005. doi:10.1007/
s00454-006-1276-5.

5 Jasper A.J. Eikelboom. Sentinel animals: Enriching artificial intelligence with wildlife
ecology to guard rhinos. PhD thesis, Wageningen University, 2021.

6 Joachim Gudmundsson, Marc J. van Kreveld, and Bettina Speckmann. Efficient detection
of patterns in 2D trajectories of moving points. GeoInformatica, 11(2):195–215, 2007.
doi:10.1007/s10707-006-0002-z.

7 Yan Huang, Cai Chen, and Pinliang Dong. Modeling herds and their evolvements from
trajectory data. Geographic Information Science, pages 90–105, 2008.

8 San-Yih Hwang, Ying-Han Liu, Jeng-Kuen Chiu, and Ee-Peng Lim. Mining mobile group
patterns: A trajectory-based approach. Advances in Knowledge Discovery and Data Mining,
pages 713–718, 2005.

9 Sarang Joshi, Raj Varma Kommaraji, Jeff M. Phillips, and Suresh Venkatasubramanian.
Comparing distributions and shapes using the kernel distance. Proceedings of the Twenty-
Seventh Annual Symposium on Computational Geometry, page 47–56, 2011.

10 Panos Kalnis, Nikos Mamoulis, and Spiridon Bakiras. On discovering moving clusters in
spatio-temporal data. Advances in Spatial and Temporal Databases, pages 364–381, 2005.

11 Anders Nilsson. Predator behaviour and prey density: evaluating density-dependent
intraspecific interactions on predator functional responses. Journal of Animal Ecology,
70(1):14–19, 2001.

12 Emanuel Parzen. On estimation of a probability density function and mode. The annals of
mathematical statistics, 33(3):1065–1076, 1962.

13 Jeff M. Phillips. ε-samples for kernels. In Proceedings of the twenty-fourth annual ACM-SIAM
symposium on Discrete algorithms, pages 1622–1632. SIAM, 2013.

14 Craig W. Reynolds. Flocks, herds and schools: A distributed behavioral model. In
Proceedings of the 14th annual conference on Computer graphics and interactive techniques,
pages 25–34, 1987.

15 Murray Rosenblatt. Remarks on Some Nonparametric Estimates of a Density Function. The
Annals of Mathematical Statistics, 27(3):832 – 837, 1956. doi:10.1214/aoms/1177728190.



Finding a Battleship of Uncertain Shape∗

Eva-Maria Hainzl1, Maarten Löffler2, Daniel Perz3, Josef Tkadlec4,
and Markus Wallinger5

1 Institute of Discrete Mathematics and Geometry, TU Wien
eva-maria.hainzl@tuwien.ac.at

2 Department of Computing and Information Sciences, Utrecht University
m.loffler@uu.nl

3 Institute of Software Technology, TU Graz
daperz@ist.tugraz.at

4 Department of Mathematics, Harvard University
tkadlec@math.harvard.edu

5 Algorithms and Complexity Group, TU Wien
mwallinger@ac.tuwien.ac.at

Abstract
Motivated by a game of Battleship, we consider the problem of efficiently hitting a ship of an
uncertain shape within a large playing board. Formally, we fix a dimension d ∈ {1, 2}. A ship is a
subset of Zd. Given a family F of ships, we say that an infinite subset X ⊂ Zd of the cells pierces F ,
if it intersects each translate of each ship in F (by a vector in Zd). In this work, we study the lowest
possible (asymptotic) density π(F) of such a piercing subset. To our knowledge, this problem has
previously been studied only in the special case ∣F∣ = 1 (a single ship). As our main contribution,
we present a formula for π(F) when F consists of 2 ships of size 2 each, and we identify the toughest
families in several other cases. We also implement an algorithm for finding π(F) in 1D.
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(a) (b) (c)

Figure 1 (a) A game with two ships: a 3 × 1 rectangle and a 1 × 4 rectangle. Note that we do
not allow individual ships to be rotated. (b) A shooting pattern that is certain to hit both ships, no
matter where they are. (c) A sparser (in fact, optimal) shooting pattern.

38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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(a) (b) (c)

Figure 2 (a) An infinite playing board. (b) A single L-shaped ship. It may be translated, but
not rotated. (c) An optimal shooting pattern with density 1

3 hitting every possible translation.

1 Introduction

In a game Battleship, two players first secretly place a family F of ships (often rectangles)
on a domain (an integer grid), and then they aim to locate the opponent’s ships by querying
individual grid cells. Inspired by the game, we consider the problem of finding a sparse
shooting pattern: a subset of the grid cells that is guaranteed to hit at least one cell of each
ship, no matter how the ships are translated within the domain. See Figure 1 for an example
and Section 1.3 for a formal problem statement.

This problem is surprisingly intricate. In this note, we make two simplifying assumptions.

Infinite domains. First, in order to avoid boundary effects, we assume the domain is an
infinite grid Zd. Since any shooting pattern on an infinite domain is also infinite, we measure
its quality using the (asymptotic) density, refer to Figure 2. Note that the problem is subtle;
for instance, for two L-shaped triominoes as ships, the lowest possible density of a shooting
pattern depends on the relative orientation of the ships (see Figure 3).

▶ Lemma 1.1. Let F180 and F90 be families of two L-shaped triominoes from Fig. 3. Then
π(F180) = 1

3 and π(F90) = 1
2 .

Proof. The shooting patterns shown in Fig. 3 imply π(F180) ≤ 1
3 and π(F90) ≤ 1

2 . For F180
the matching lower bound is trivial, since π(F180) ≥ π(F) ≥ 1

3 , where F consists of a single
L-shaped triomino. It remains to prove π(F90) ≥ 1

2 . Split the plane into infinite vertical
slabs of width 2. We argue for each slab separately. Fix a row. If neither cell is shot, then in
the row just above it, both cells must be shot. Hence the overall density is at least 1

2 . ◀

One dimension. Second, for the remainder of this note we focus on the case d = 1, which
is far from trivial if we consider not only connected ships, but arbitrary finite subsets of
integers (see Section 1.3). In the full version, we describe how our results extend to higher
dimensions. Thus, our problem is: Given a family F = {S1, . . . , Sn} of n ships in Z, find the
minimum density π(F) of a shooting pattern that hits each translate of each ship Si ∈ F .

1.1 Related work
The game Battleship spawned research along several fronts [3, 5]. Here we review the 1D case.

We say that a family F of ships in Z is of type (k1, . . . , kn) if it consists of n ships with
sizes k1 ≤ ⋅ ⋅ ⋅ ≤ kn, respectively. Previous work has studied families consisting of a single
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(a) (b)

Figure 3 Two sets of two L-shaped ships of size 3. (a) Two ships, rotated 180◦. The same optimal
shooting pattern with density 1

3 as for a single ship still works. (b) Two ships, rotated 90◦. The
optimal shooting pattern has density 1

2 (see Lemma 1.1).

(not necessarily connected) ship, that is, families of type (k) for some k ∈ N. It is easy to
see that π(F) = 1/k for any (k)-family F with k ∈ {1, 2}. In 2008, Schmidt and Tuller
conjectured a formula for π(F) for any (3)-family F [7], but as of now its validity is still
open.

Given this difficulty, other works studied the toughest instances of a given type. Formally,
given a type t, let Mt = supF has type t{π(F)} be the smallest density that suffices to hit any
family of type t. Already in 1967, Newman [6] showed that M(3) =

2
5 (one toughest instance

is the ship in Fig. 4(a)) and that Mk = Θ(log k/k) as k →∞. Recently, it was shown that
M(4) =

1
3 [1]. Also, given a ship S, the density π({S}) can be found using a “sliding window”

algorithm [2]. The algorithm can be used to establish lower bounds such as M(5) ≥
3

11 .
To our knowledge, the problem for multiple ships has not been studied; however, we point

out the work [4] which addresses an analogous question for rectangles in two dimensions in
the continuous setting, and also explains the connection to covering density in the case of a
single ship (∣F∣ = 1).

1.2 Our contribution
We propose to study the problem for multiple ships or, equivalently, for a single ship of
uncertain shape. (Note that by considering suitable families, we can model mirrored or
reflected ships on top of translated ships, cf. Fig. 3.) Apart from Lemma 1.1 above, we
present results in 1D (see the full version for extensions to 2D). First, we note that the sliding
window algorithm of [2] can be adapted to families of multiple ships in a straightforward
way, see Theorem 1.3. We implement the algorithm and use it to obtain lower bounds such
as M(2,3) ≥

3
5 (due to e.g. F = {[0, 1], [0, 2, 4]}). As our main contribution, we present three

results for families of ships of small size k (k-ships). First, for any family F of two 2-ships,
we find an explicit formula for π(F), see Theorem 2.1. Second, we determine M(2,...,2),
that is, we identify the toughest instances for families consisting of any number of 2-ships,
see Theorem 2.2. Third, we determine the toughest instances for families consisting of any
3-ship together with its reflection, see Theorem 2.3. Finally, we present bounds for the
density of the toughest instances of n ships of size k each (with proofs in the full version).

1.3 Preliminaries
A ship of size k (a k-ship) is a k-tuple [a1, a2, . . . ak] with ai ∈ Z, i ≥ 1. A span of a ship S is
sp(S) = ak−a1+1. See Fig. 4 for an illustration. A finite family of ships F = {S1, S2, . . . Sn}
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(a)

0 1 32

(b)

0 1 2 3 4 5 6 7

1 0 1 0 1 0 1 0 . . .. . .

(c)

0 1 2 3 4 5 6 7

1 01 0 10 1 0 . . .. . .

Figure 4 (a) A single disconnected 1-dimensional ship S = [0, 1, 3] of size k = 3 and span
sp(S) = 4. (b-c) Possible periodic shooting patterns for {S}, with densities 1

2 and 2
5 , respectively.

has a span sp(F) = maxS∈F sp(S). A shooting pattern is a 01-sequence X = (xi)i∈Z. We
say that a shooting pattern hits a k-ship S = [a1, a2, . . . ak] (or that X is a shooting pattern
for S) if ∑k

i=1 xn+ai
≥ 1, ∀n ∈ Z. The density of a shooting pattern X is defined as

π(X) = limN→∞
∑∣i∣≤N xi

2N+1 . The density of a ship S and of a family F of ships is then defined
as

π(S) = inf
X hits S

π(X) and π(F) = inf
X hits each S∈F

π(X).

Further, we define mn
k = inf{π({S1, . . . , Sn}) ∣ ∣Si∣ = k for i = 1, . . . , n} and M

n
k =

sup{π({S1, . . . , Sn}) ∣ ∣Si∣ = k for i = 1, . . . , n}. That is, mn
k is the required density for the

simplest instances, whereas Mn
k is the required density for the toughest instances, among

families that consist of n ships of size k each. Regarding mn
k , it is straightforward to prove

m
n
k =

1
k
(even when no two ships in the family are translates of each other). Regarding Mn

k ,
in the full version we establish non-trivial upper and lower bounds. Here, we just state those
results without proof, together with two other auxiliary results (whose proofs can be found
in the full version too).

▶ Theorem 1.2. Let n ≥ 1 and k ≥ 2 be integers. Then mn
k =

1
k
and

1 − e
k−1√n ≤M

n
k ≤ min { n

n + 1 ,
1 + log(kn)

k
} .

▶ Theorem 1.3 (Sliding window algorithm). Given a family F with span s = sp(F), the
density π(F) can be computed in time polynomial in 2s.

Finally, for an integer d and a ship S = [a1, . . . , ak] let dS = [da1, . . . , dak], and likewise
for a family F = {S1, . . . , Sn} let dF = [dS1, . . . , dSn].

▶ Lemma 1.4. Let d be a positive integer and F any family. Then π(F) = π(dF).

2 Families of 2-ships and 3-ships

Here we study families F that consist of n ships of small size k ≤ 3 each. Note that when k = 1,
we obviously have π(F) = 1 (for all n ≥ 1). Also, for a single 2-ship S it is straightforward
to show that π({S}) = 1/2. Our first non-trivial result is an explicit formula for π(F) when
F consists of two 2-ships.

▶ Theorem 2.1 (Formula for two 2-ships). Let F = {[0, da], [0, db]}, a, b coprime and d ≥ 1.

π(F) = {
1/2 if both a and b are odd,
a+b+1
2(a+b) otherwise.

Proof. Let F ′
= {[0, a], [0, b]}. By Lemma 1.4, it suffices to determine π(F ′). Clearly,

π(F ′) ≥ π({[0, a]} = 1/2. When both a and b are odd, a shooting pattern X defined by
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“xi = 1 if and only if i is even” provides a matching construction. From now on, assume that
precisely one of a, b is odd (that is, a + b is odd).

Split Z into blocks of a + b consecutive integers. Let S = {0, . . . , a + b − 1} be one such
block and let X ′ be a shooting pattern for F ′ on S (instead of on Z). We will argue that S
needs to be hit at least (a + b + 1)/2 times (that is, ∑i∈S x

′
i ≥ (a + b + 1)/2). Consider a

graph G = (S,E) with nodes S and directed edges E = {(u, v) ∣ v−u ∈ {a,−b}}. This graph
records the constraints on the shooting pattern: For every edge (u, v) ∈ E, we must have
xu+xv ≥ 1. Since ∣S∣ = a+b, each node in G has indegree 1 and outdegree 1. Moreover, since
a and b are coprime, the graph G is connected. Hence it is a directed cycle on an odd number
a + b of nodes. Its minimum vertex cover has size (a + b + 1)/2, thus π(F ′) ≥ (a + b + 1)/2.

To prove that this bound is tight, consider any vertex cover C ⊆ S of G of the minimum
size (a+ b+ 1)/2. Then the (a+ b)-periodic shooting pattern XC defined by “xC

i = 1 if and
only if i (mod (a + b)) ∈ C” hits F ′ on Z: Indeed, consider any translate (n, n + a) of the
ship [0, a]. Suppose n ≡ r (mod (a + b)) for some 0 ≤ r < a + b. If r < b then n and n + a
both belong to the same block, thus xn + xn+a ≥ 1, since C is a vertex cover. On the other
hand, if r ≥ b then by the (a + b)-periodicity of the shooting pattern we have xn+a = xn−b.
Since r ≥ b, both n − b and n belong to the same block, so we conclude as before. For
translates of the ship [0, b] we argue analogously. ◀

As a corollary, we have M2
2 = 2/3, as witnessed by families {[0, d], [0, 2d]} for any d ≥ 1.

Next, we study the toughest instances in two other cases, namely for any number of
2-ships, and for a 3-ship together with its reflection.

▶ Theorem 2.2 (Toughest families of 2-ships). For any n ≥ 1 we have Mn
2 = n/(n + 1).

Proof. For n = 1 the claim is trivial. For n = 2 it follows from Theorem 2.1. Assume n ≥ 3.
First, note that for a family Fn = {[0, 1], . . . , [0, n]} we have π(Fn) = n/(n+ 1): Indeed,

split Z into blocks of n + 1 consecutive integers. Then any shooting pattern Xn for Fn may
miss at most 1 number from each block. On the other hand, the pattern Xn defined by
“xi = 0 if and only if i is a multiple of n + 1” hits Fn.

To prove the upper bound, consider any n positive integers a1 < ⋅ ⋅ ⋅ < an, and the
corresponding family F = {[0, a1], . . . , [0, an]}. We construct a shooting pattern X for F
with density at most n/(n + 1). We proceed in steps. Initially, we set xt = 1 for all t with
∣t∣ ≤ an. Then, we process integers t > an in increasing order. Whenever xt is not yet set, we
set xt = 0 and xt+ai

= 1 for each i = 1, . . . , n. (Note that some of xt+ai
might have already

been set to 1, due to some t′ < t.) By construction, X hits all translates of F within the
interval [an + 1,∞). Moreover, since for every xt set to 0 there are at most n values newly
set to 1, in the limit t→∞ we obtain π(X[an + 1,∞)) ≤ n/(n + 1). Similarly, we process
integers t < −an in decreasing order and get π(X(−∞,−an−1]) ≤ n/(n+1). Together with
the finite initial segment X[−an, an] this gives π(X) = π(X(−∞,∞)) ≤ n/(n + 1). ◀

Given a ship S = [a1, . . . , ak], let S = [−ak, . . . ,−a1] be its reflection.

▶ Theorem 2.3 (Toughest 3-ship with its reflection). Let S be a 3-ship and let F = {S, S}.
Then π(F) ≤ 2

5 , with equality if and only if S ∈ {[0, 2d, 3d], [0, 3d, 4d]} (or their reflections)
for some d ≥ 1.

Proof. First, we argue that for a single 3-ship S, the toughest instance has a density of 2
5 ;

that is, M1
3 =

2
5 . This fact was first proven by Newman [6]. Here, we present a geometric

proof, which we then extend to the case of two symmetric 3-ships.
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48:6 Finding a Battleship of Uncertain Shape
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Figure 5 Illustration of the solution for S = [0, 4, 7]. (a) A layout of the integers into an infinite
vertical slab of width 4. (b-c) Every translation of S corresponds to a triple of cells that form an
L-shape. (d) If the L-shape falls on the edge of the slab, the pieces “wrap around” but are shifted
vertically. (e) A valid shooting pattern.

Consider a 3-ship S = [0, a, a + b] for positive integers a and b with GCD(a, b) = 1 and
a ≥ b. We arrange the integers into a 2-dimensional grid {0, . . . , a − 1} × Z by the bijection
(i, j)↦ ib+ja. Refer to Figure 5(a). Most translations of S now correspond to an L-triomino
with the same orientation; therefore, we can hit all of them with a shooting pattern with
density 1

3 using the same solution as in Figure 2. However, this misses exactly the translations
by an amount that is congruent to −b mod a; those translations correspond to a triomino
that “wraps around” (Figure 5(d)). To hit these it is sufficient to increase the density of the
first column to 2

3 . This gives π({S}) ≤ (a+ 1)/(3a), which is strictly less than 2/5 for a ≥ 6.
For the remaining 10 cases with b < a ≤ 5, we find an optimal solution by Theorem 1.3. The
toughest instances, yielding π(S) = 2

5 , turn out to be S ∈ {[0, 2, 3], [0, 3, 4]} as claimed.
Now, fix S and consider a family F = {S, S}. We claim that π(F) ≤ 2/5 as well. Indeed,

as in Lemma 1.1, when a ≥ 6, the solution described above hits not only every translate
of S but also every translate of S. For the 10 cases with b < a ≤ 5, using Theorem 1.3
we again verify that all such families F = {S, S} satisfy π(F) ≤

2
5 , with equality for

S ∈ {[0, 2, 3], [0, 3, 4]}. ◀

We note that Theorems 2.1, 2.2 and 2.3 can be generalized to higher dimensions. Notes
on these extensions can be found in the full version.

≥ 1/4
.
= 0.25

# ships, n

sh
ip

si
ze
,
k

1 2

1

2

3

= 1

= 1/2 = 0.5 = 2/3 = 3/4

= 2/5 = 0.4

4

5

= 1/3
.
= 0.33

≥ 3/11
.
= 0.27

[Thm 2.1]

≥ 1/4 = 0.256

≥ 1/2 = 0.5

≥ 2/5 = 0.4

≥ 1/3
.
= 0.33

= 1 = 1

Mn
k 3

[9]

[6]

[2]

[2]

[Thm 2.2]

≥ 5/9
.
= 0.56

≥ 3/11
.
= 0.27

≥ 4/9
.
= 0.44

≥ 1/3
.
= 0.33

≥ 3/11
.
= 0.27

Figure 6 Bounds on the density Mn
k of the toughest instances among the families with n ships of

size k each, found by running the algorithm in Theorem 1.3 for all families with span up to 11 − n.



E.-M. Hainzl, M. Löffler, D. Perz, J. Tkadlec, M. Wallinger 48:7

3 Conclusions

We introduced the problem of locating a battleship of an uncertain shape. Given the difficulty
of the problem in general, we focused on the simplest possible setting, namely ships of size 2
or 3 in 1D (see the full version for extensions to 2D). We also implemented an algorithm for
computing π(F) in 1D and used it to compute lower bounds on the minimum density Mn

k

required for the toughest families of n ≤ 3 ships of size k ≤ 6 each, see Fig. 6. Many open
problems arise, e.g.:
1. Which values in Fig. 6 are tight? For instance, is it true that M2

3 = 1/2?
2. What are the asymptotics of 1 −Mn

k for fixed small k ≥ 3?
3. In 2D, is there an algorithm for computing π(F)?
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Abstract
A finite point set P ⊆ R2 is n-universal with respect to a class G of planar graphs if every n-vertex-
graph G ∈ G admits a crossing-free straight-line drawing with vertices being placed at points of P .
A widely studied problem in graph drawing is to identify small universal point sets.

For the class of all planar graphs the best known upper bound on the size of a universal point set
is quadratic and the best known lower bound is linear in n. One of the classical results in the area
is that every set of n points in general position (no three collinear) is n-universal for outerplanar
graphs. While some other classes are known to admit universal point sets of near linear size, we are
not aware of truly linear bounds for interesting classes beyond outerplanar graphs.

In this paper we study a specific ordered point set H (the exploding double chain) and show that
all planar graphs G on n ≥ 2 vertices which are subgraphs of a planar graph admitting a one-sided
Hamiltonian cycle have a straight-line drawing on the initial piece Hn of size 2n − 2 in H. Let
H′ be the class of all subgraphs of planar graphs admitting a one-sided Hamiltonian cycle. It had
been conjectured that all 4-connected triangulations belong to H′. While the conjecture has been
disproved, it is still true that Hn is n-universal for a large class H of planar graphs. We show that
all bipartite plane graphs and all cubic plane graphs belong to H′ ⊆ H. Remarkably, however, not
all 2-trees are in H′.

1 Introduction

Given a family G of planar graphs and a positive integer n, a point set P ⊆ R2 is called an
n-universal point set for the class G or simply n-universal for G if for every graph G ∈ G on n

vertices there exists a straight-line crossing-free drawing of G such that every vertex of G is
placed at a point of P . It is a widely studied and fundamental open problem in geometric
graph theory (compare also the entry [16] in the Open Problem Garden) to determine, given
a class of graphs G, (the asymptotics of) the minimum size fG(n) of an n-universal point set
for G. If G is the class of all planar graphs we simply write f(n) := fG(n).

Schnyder [20] showed that for n ≥ 3 the [n − 1] × [n − 1]-grid forms an n-universal point
set for planar graphs, even if the combinatorial embedding of the planar graph is prescribed.
This shows that f(n) < n2 = O(n2). Asymptotically, the quadratic upper bound on f(n)
remains the state of the art. However, the multiplicative constant in this bound has been
improved, see [4, 5]. The current upper bound is f(n) ≤ 1

4 n2 + O(n) by Bannister et al. [4].

∗ This research was supported by the German Research Foundation DFG Project FE 340/12-1. R. Steiner
was funded by DFG-GRK 2434 Facets of Complexity.
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For several subclasses G of planar graphs, better upper bounds are known: A classical result
by Pach et al. [18] is that every outerplanar n-vertex graph embeds straight-line on any
set of n points in general position, and hence fout-pl(n) = n. Near-linear upper bounds of
fG(n) = O(n polylog(n)) are known for 2-outerplanar graphs, simply nested graphs, and for
the classes of bounded pathwidth [3, 4]. Finally, for the class G of planar 3-trees (also known
as Apollonian networks or stacked triangulations), an upper bound of fG(n) = O(n3/2 log n)
has been proved by Fulek and Tóth [12].

As for lower bounds, the trivial bounds n ≤ fG(n) ≤ f(n) hold for all n ∈ N and all
planar graph classes G. The currently best lower bound f(n) ≥ 1.293n − o(n) from [19] has
been shown using planar 3-trees, we refer to [6, 14, 8, 9] for earlier work on lower bounds.

It seems that in order to improve the quadratic upper bound on f(n) to o(n2), the
considered point sets should be not too uniformly distributed. Indeed, Choi, Chrobak and
Costello [7] recently proved that point sets chosen uniformly at random from the unit square
must have size Ω(n2) in order to be universal for n-vertex planar graphs, with high probability.

In this paper we study a specific ordered point set H (the exploding double chain) and
let Hn be the initial piece of size 2n − 2 in H (for n ≥ 2). Throughout the paper, let H be
the class of all planar graphs G which have a plane straight line drawing on the point set Hn

where n = |V (G)|. That is, Hn forms an n-universal point set for H.
A graph is POSH (partial one-sided Hamiltonian) if it is a spanning subgraph of a

graph admitting a plane embedding with a one-sided Hamiltonian cycle1). Our main result
(Theorem 2.1) is that every POSH graph is in H. We let H′ := {G : G is POSH}.

Theorem 2.1 motivates the study of H′. This class of planar graphs seems to be quite
large, e.g., the smallest 4-connected triangulation which is known not to be POSH has 113
vertices [2]. On the positive side we show that every bipartite plane graph is POSH (proof
sketch in Section 3). In the full paper we use the construction for bipartite graphs to show
that cubic plane graphs are POSH; Section 4 gives an overview of the proof method. The
full paper also contains a negative result, namely that not all 2-trees are POSH. We conclude
with some conjectures and open problems in Section 5.

An exploding double chain was previously used by Löffler and Tóth [15]. They show
that every planar graph with n vertices has a 1-bend drawing on a subset Sn of H with
|Sn| = 6n − 10. Note that our result about bipartite graphs implies a better bound: The
dual of a plane triangulation has a perfect matching. Hence, subdividing at most n − 2 edges
is enough to make any planar graph on n vertices bipartite, therefore, a subset of H of size
2(n + n − 2) − 2 = 4n − 6 is large enough to accommodate 1-bend drawings of all planar
graphs with n vertices. Universality for 1-bend and 2-bend drawings has been studied by
Kaufmann and Wiese [13], they show that every n element point set is universal for 2-bend
drawings of planar graphs.

2 The point set and the embedding strategy

In this section we define an ordered point set H and a class H′ of planar graphs and show
that for every n ≥ 2 the initial part Hn of size 2n − 2 is n-universal for the class H′.

A sequence Y = (yi)i≥1 of real numbers satisfying y1 = 0, y2 = 0, and yi+1 > 2yi + yi−1
for all i ≥ 2 is called exploding. Note that if α > 1 +

√
2, then y1 = y2 = 0 and yi = αi−3

for i ≥ 3 is an exploding sequence. Given an exploding sequence Y let P (Y ) = (pi)i≥1
be the set of points with pi = (i, yi) and let P̄ (Y ) = (qi)i≥1 be the set of points with

1 The precise definition of a one-sided Hamilton cycle is given below Figure 1 on page 3.
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qi = (i, −yi), i.e., the point set reflected at the x-axis, and note that p1 = q1 and p2 = q2. Let
H(Y ) = P (Y ) ∪ P̄ (Y ) and Hn(Y ) = {pi, qi|1 ≤ i ≤ n} so that |Hn(Y )| = 2n − 2. Figure 1
illustrates H6(Y ).

Let H = H(Y ) for some exploding sequence Y . For two points p and q let H(p, q) be the
set of points of H in the open right half-plane of the directed line −→pq. Note that2

H(pi, qj) =





(pk)k≤j ∪ (pk)k>i ∪ (qℓ)ℓ<j if i > j

(pk)k<i ∪ (qℓ)ℓ<i if i = j

(pk)k<i ∪ (qℓ)ℓ≤i ∪ (qℓ)ℓ>j if i < j

Moreover, if i < j then H(qi, qj) = H(pi, qj)\{qi} and if i > j then H(pi, pj) = H(pi, qj)\{pj}.
These sidedness conditions characterize the order type of H. A point set A = {pi, qi|i ≥ 1}
is an exploding double chain if it has the order type of H.

y

xq3p3

p2 q2

p1 q1

q4p4

q5

q6p6

p5

Figure 1 An example of a point set H6 in a rotated coordinate system (pi = qi for i = 1, 2).

A plane graph G has a one-sided Hamiltonian cycle with reverse edge vu if it has a
Hamiltonian cycle (v = v1, v2, . . . , vn = w) such that uv is incident to the outer face and
for every j = 2, . . . , n in the induced subgraph G[v1, . . . , vj , vj+1] of G the edges vj−1vj and
vj+1vj are consecutive in the rotation of vj . A more visual reformulation of the second
condition is that in the embedding of G for every j either all the back-edges vivj with i < j

are drawn inside the closed bounded region D whose boundary is the Hamiltonian cycle or
they are all drawn in the closed region outside of the cycle. We let VI be the set of vertices vj

which have a back-edge vivj with i < j − 1 drawn inside D and VO = V \ VI .
In the context of cartograms Alam et al. [1] conjectured that every plane 4-connected

triangulation has a one-sided Hamiltonian cycle. Later Alam and Kobourov [2] found a plane
4-connected triangulation on 113 vertices which has no one-sided Hamiltonian cycle.

Recall that H′ is the class of POSH graphs, i.e., of planar graphs which are spanning
subgraphs of plane graphs admitting a one-sided Hamiltonian cycle. Our interest in this
class is motivated by the following theorem.

▶ Theorem 2.1. Let G′ be POSH and let v1, . . . , vn be a one-sided Hamiltonian cycle of a
plane supergraph G of G′ on the same vertex set. Then there is a crossing-free embedding
of G′ on Hn with the property that vi is placed on either pi or qi.

Proof. It is sufficient to describe the embedding of the supergraph G on Hn. For the proof
we assume that in the plane drawing of G the sequence v1, . . . , vn traverses the boundary

2 In cases where i or j are in {1, 2} the following may list one of the two points defining the halfspace
with its second name as member of the halfspace. For correctness such listings have to be ignored.
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of D in counter-clockwise direction. For each i vertex vi is embedded at v̄i = pi if vi ∈ VI

and at v̄i = qi if vi ∈ VO.
Let Gi = G[v1, . . . , vi] be the subgraph of G induced by {v1, . . . , vi}. The path Λi =

v1, . . . , vi separates Gi, the left part GLi consists of the intersection of Gi with D, the right
part GRi is Gi minus all edges which are interior to D. The intersection of GLi and GRi

is Λi and their union is Gi. The counter-clockwise boundary walk of Gi consists of a path
∂Ri from v1 to vi which is contained in GRi and a path from vi to v1 which is contained in
GLi, let ∂Li be the reverse of this path.

Let Ḡi be the straight line drawing of the plane graph Gi induced by placing each
vertex vj at the corresponding v̄j . A vertex v̄ of Ḡi is said to see a point p if there is no
crossing between the segment v̄p and an edge of Ḡi. By induction on i we show:

1. The drawing of Ḡi is plane, i.e., non-crossing.

2. Ḡi and Gi have the same outer boundary walks.

3. Every vertex of ∂Li in Ḡi sees all the points pj with j > i and every vertex of ∂Ri in Ḡi

sees all the points qj with j > i.

For i = 2 the graph Gi is just an edge and the three claims are immediate, for property 3
just recall that the line spanned by p1 and p2 separates the p-side and the q-side of Hn.

Now assume that i ∈ {3, . . . , n}, the properties are true for Ḡi−1 and suppose that vi ∈ VI

(the argument in the case vi ∈ VO works symmetrically). This implies that all the back-edges
of vi are in the interior of D whence all the neighbors of vi belong to ∂Li−1. Since vi ∈ VI

we have v̄i = pi and property 3 of Ḡi−1 implies that the edges connecting to v̄i can be added
to Ḡi−1 without introducing a crossing. This is property 1 of Ḡi.

Since Gi−1 and Ḡi−1 have the same boundary walks and vi respectively v̄i belong to the
outer faces of Gi and Ḡi and since vi has the same incident edges in Gi as v̄i in Ḡi, the outer
walks of Gi and Ḡi again equal each other, i.e., property 2.

Let j be minimal such that vjvi is an edge and note that ∂Li is obtained by taking the
prefix of ∂Li−1 whose last vertex is vj and append vi. The line spanned by v̄j and v̄i = pi

separates all the edges incident to v̄i in Ḡi from all the segments v̄ℓpk with ℓ < j and v̄ℓ ∈ ∂Li

and k > i. This shows that every vertex of ∂Li in Ḡi sees all the points pk with k > i. For
the proof of the second part of property 3 we refer to Figure 2, it shows that the new edges
v̄jpi do not obstruct the visibility between vertices of ∂Ri and any qk with k > i. Of course
this can also be derived formally by translating the condition for a crossing between two
segments into sidedness conditions and then compare with the sidedness conditions given for
the order type of H. This completes the proof of property 3 and thus the inductive step.

Finally, property 1 for Gn implies the theorem. ◀

qj

pi qk

qk

Figure 2 Vertices from ∂Ri see qk
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3 Plane bipartite graphs

In this section we consider bipartite plane graphs and sketch a proof that they are POSH.

▶ Theorem 3.1. Every bipartite plane graph G = (V, E) is a spanning subgraph of a plane
graph G′ on the same vertex set V which has a one-sided Hamiltonian cycle, i.e., G is POSH.

Quadrangulations are the plane graphs with all faces of degree four. Equivalently they
are edge-maximal plane bipartite graphs. Every connected bipartite plane graph with at
least two vertices in each color class is a spanning subgraph of a plane quadrangulation.
Therefore it suffices to prove the theorem for plane quadrangulations.

A separating decomposition of a quadrangulation is an orientation and 2-coloring of the
edges, such that two vertices s and t which are diagonally opposite on the outer 4-face only
have incoming edges in red and blue respectively, while each other vertex has outgoing edges
in both colors as shown in Figure 3.

s

t

Figure 3 The local conditions at black and white vertices and at s and t.

Every quadrangulation admits a separating decomposition [11, 17]. The equatorial line
of the separating decomposition separates the red and blue edges which form trees rooted
in s and t respectively, see [10]. Figure 4 shows that the equatorial line yields a one-sided
Hamiltonian cycle with reverse edge ts: Along the equatorial line white vertices have red
and black vertices have blue backward edges. This shows that quadrangulations and hence
bipartite graphs are POSH.

t

s

t

s

Figure 4 A quadrangulation with a separating decomposition, the equatorial line (dotted), and
the induced drawing with a one-sided Hamiltonian cycle.

4 Plane cubic graphs

This section is devoted to a sketch of the proof of the following theorem:

EuroCG’22
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▶ Theorem 4.1. Every plane cubic graph G is a spanning subgraph of a plane graph G′ on
the same vertex set V which has a one-sided Hamiltonian cycle, i.e., G is POSH.

To prove this, we use Theorem 3.1 and the following lemma:

▶ Lemma 4.2. Let G be a cubic graph. Then G admits a matching M such that contracting
all the edges of M results in in a bipartite multi-graph.

The technique used to prove the theorem using the lemma is to do vertex splits carefully.
We distinguish between local and far splits, some of which are illustrated in Figure 5 and
Figure 6.

v w u
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Figure 5 Four cases for the local split of a vertex v.

wv
v1 v2 u v4v1 v2 v3v4v3

Figure 6 Far split within the gray region of vertex v with edges to the left in the upper half-plane.

5 Concluding remarks

We have examined the exploding double chain as a special point set (order type) and shown
that the initial part Hn of size 2n − 2 is n-universal for graphs on n vertices which are POSH.

▶ Conjecture 1. Every triangle-free plane graph is POSH.

▶ Conjecture 2. Every 5-connected planar triangulation is POSH.

We have shown that 2-trees and their superclasses series-parallel and planar Laman
graphs are not contained in the class H′ of POSH graphs. The question whether these classes
admit universal point sets of linear size remains intriguing.
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1 Introduction

The concept of programmable matter envisions a very large number of tiny and simple robot
particles forming a smart material that can change its physical properties and shape based
on the outcome of computation and movement performed by the individual particles in a
concurrent manner. The ultimate goal is to have programmable matter that is indistinguish-
able from any other material. Thus, when modeling it, we assume a very small size of the
particles and greatly restrict their computation, communication, and movement capabilities.
Shape assembly and reconfiguration of particle systems have attracted a lot of interest in the
past decade and a variety of specific models have been proposed [1, 8, 11, 13, 7, 3, 10, 12].
Here we focus on the amoebot model which was introduced in [4] and refined in [2]. Refer
to [2] for additional details on the model description. For reconfiguration in the amoebot
model, the approach taken by existing solutions is to build the target shape from scratch,
ignoring any possible similarities between the initial shape and the target shape [5, 6]. How-
ever, in some scenarios (e.g. shape repair) where the initial and target shapes are similar,
this might not be the most efficient strategy. We focus on an approach for reconfiguration
that takes this similarity into account. In the worst case our algorithm works as well as the
existing solutions, but it is natural to expect our approach to be more advantageous in the
case where there are only small changes necessary in the system.

Amoebot model. Particles occupy nodes of a plane triangular grid G. A particle can
occupy one (contracted particle) or two (expanded particle) adjacent nodes of the grid, and
can communicate with its neighboring particles. The particles have constant memory space,
and thus have limited computational power. They have no common notion of orientation,
and no common notion of clockwise or counter-clockwise order. The particles are identical,
i.e., they have no IDs and execute the same algorithm, but they can locally distinguish
between neighbors using six (for contracted) or ten (for expanded particles) port identifiers
(see Figure 1 (left)). Ports are labeled in order (either cw or ccw) modulo six or ten,
respectively. Particles communicate by sending messages to the neighbors using the ports.

01
2
3 4

5 0
12

3
4
5

9
8

76

Figure 1 Left: particles with ports labeled, in contracted and expanded state. Right: handover
operation between two particles.
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Particles can move in two different ways: a contracted particle can expand into an
adjacent empty node of the grid, and an expanded particle can contract into one of the
nodes it currently occupies. Each node of G can be occupied by at most one particle, and
we require that the particle system stays connected at all times. To preserve connectivity
more easily, we allow a handover variant of both move types, a simultaneous expansion and
contraction of two neighboring particles using the same node (see Figure 1 (right)). The
handover can be initiated by any of the two particles: an expanded particle can pull its
contracted neighbor, and a contracted particle can push its expanded neighbor.

Particles operate in activation cycles: when activated, they can read from the memory
of their immediate neighbors, compute, send constant size messages to their neighbors, and
perform a move operation. Particles are activated by an asynchronous adversarial but fair
scheduler (at any moment in time t, for any particle, it must be activated at some time in
the future t′ > t). If two particles are attempting at conflicting actions (e.g., expanding into
the same node), the conflict is resolved by the scheduler arbitrarily, and exactly one of these
actions succeeds. We perform running time analysis in terms of the number of rounds: the
time intervals in which all particles have been activated at least once.

We call the set of particles and their internal states a particle configuration P. Let GP
be the subgrid of G induced by the nodes occupied by particles in P. We say that P is
connected if there is a path in GP between any two particles in P. A hole in P is an interior
face of GP with more than three vertices. A particle configuration P is simply connected if
it is connected and has no holes.

Problem description. An instance of the reconfiguration problem consists of a pair of simply
connected shapes (I, T ) embedded in the grid G. We assume that I and T have the same
number of nodes, and that I∩T , which we call the core, is non-empty and simply connected.
Initially, all particles in I are contracted. The problem is solved when every node of T
contains a contracted particle.

We call the particles in I \ T the supply particles (see Figure 2), and assume that every
connected component of I \T has a designated particle in the core I∩T adjacent to it, which
we call the root of that component. Similarly, we say that T \I are demand nodes. For every
connected component D of T \I, we designate one particle from the core I∩T adjacent to D
as the demand root of D. We assume that each demand root d stores a spanning tree of the
corresponding component D in its memory. The root d will pull supply particles through
the core I ∩ T to fill D.

Figure 2 Initial shape I (formed by the particles), target shape T (gray), supply particles (blue),
supply roots (dark blue). Demand roots (red) store a spanning tree of their demand component.
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Contribution and organization. We propose a new approach for fast shape reconfiguration
in the amoebot model, based on the symmetric difference between the initial and the target
shapes. Our goal is to design a reconfiguration algorithm, for the case when the initial and
target shapes are similar, that is faster and more natural than constructing the target shape
from scratch. To this extent, we propose a new primitive: a special case of the shortest path
tree (SP-tree) which we call a feather tree. We use feather trees to construct a graph, which
the particles can use to move along shortest paths and reconfigure the particle system.

2 Feather trees

To solve the particle reconfiguration problem, we need to coordinate the movement of the
particles. Among the previously proposed primitives for amoebot coordination is the shortest
path tree (SP-tree) primitive [9] which facilitates movement of particles between the root
and the leaves along shortest paths. Our approach to reconfiguration is to use multiple
overlapping trees to guide the particles between the supply and demand regions. To do so
we need trees with a more restricted shape than arbitrary SP-trees. In this section we hence
introduce feather trees which are a special case of SP-trees (Figure 3).

Feather trees largely follow the same construction as the SP-trees. A feather tree consists
of shafts and branches. Shafts are straight connections emanating from the root (and some-
times reflex nodes) that grow branches on either side. Branches are straight connections in
the tree that do not branch further. To grow a feather tree, the root particle chooses a max-
imal independent set of neighbors; this set contains at most three particles. The particles in
the independent set grow the shafts (in red) emanating from the root. All other neighbors
of the root are the beginning of a blue branch. If a particle p at the end of a shaft or branch
activates, it first extends the tree straight. Specifically, if i is the port from p to its parent, p
extends the tree into the direction i+3. Recall that all arithmetic on ports and directions is
modulo six. The particle q in direction i+ 3 becomes a child of p and p becomes the parent
of q. Next, if p lies on a shaft, it starts branches in the directions i+ 2 and i+ 4.

To reach all the particles of P with a feather tree, and not just those within one bend
from the root, we extend our construction around reflex vertices on the boundary of P. If
for a particle p, direction i is the direction to its parent, and the direction i + 1 (or i − 1)
does not contain a particle, while the direction i+ 2 (or i− 2) does, then p lies on a reflex
vertex of the boundary of P. If in addition p lies on a branch, p starts a new shaft in the
direction i+ 2 (or i− 2), see Figure 3 (right). We hence have the following lemma:

I Lemma 1. Given a simply connected particle configuration P with n particles and a

Figure 3 Two feather trees growing from the dark blue root. Shafts are red and branches are blue.
Left: every particle is reachable by the initial feathers; Right: additional feathers are necessary.
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particle r ∈ P, we can grow a feather tree from r in O(n) rounds.

Feather trees are unique, which helps with navigating the particles. Next we describe how
to navigate multiple overlapping feather trees. First we identify a useful property of shortest
paths in feather trees.

We say that a vertex v of GP is an inner vertex, if v and its six neighbors lie in the core
I ∩ T . All other vertices of the core are boundary vertices. A bend in a path is formed by
three consecutive vertices that form an angle of 120◦. We say that a bend is an inner bend
if the middle vertex is an inner vertex; otherwise the bend is a boundary bend.

I Definition 2 (Feather Path). A path in GP is a feather path if it does not contain two
consecutive inner bends.

We now argue that every path from the root to a leaf in a feather tree is a feather path.
A root-to-leaf path bends either on a shaft or on a branch; the path can transition from a
shaft to a branch or vice versa only at a bend. If the bend occurs on a shaft, then it can be
either an inner or a boundary bend; the path leaves the shaft and continues on a branch.
Branches grow straight with one exception: if they detect a reflex vertex on the boundary
of P. In this case a bend occurs on the branch. This bend is always a boundary bend; the
path leaves the branch and continues on the new shaft.

I Lemma 3. Every path from the root to a leaf in a feather tree is a feather path.

Navigating feather trees. Due to its limited memory, a particle cannot identify different
trees. However, particles can navigate feather trees by counting inner bends, even in presence
of multiple overlapping trees. Therefore, while moving down a specific tree, a particle always
knows if it is on a shaft or a branch and which directions belong to the tree. Starting from
the root of a feather tree, a particle can always reach one of its leaves. We cannot control
which leaf it reaches, but it will do so along a shortest path from the root. In particular, if
feasible, it is always a valid choice for the particle to continue straight ahead. A left or right
120◦ bend is a valid choice if the particle is on a shaft, or if this is a boundary bend.

When moving up from leaves, we cannot control which root of which feather tree a
particle will reach, but it will always travel along a shortest path. In particular, if the
particle is moving along a shaft, then its only valid choice is to continue straight ahead.
Otherwise, all three options (straight ahead or a 120◦ left or right turn) are valid.

3 Supply and demand

We now explain how to use feather trees to create a supply graph in the core I ∩ T of the
particle system that connects supply roots and demand roots along shortest paths. This
graph serves as a navigation network for the particles moving from supply to the demand.
Let GI∩T be the subset of G induced by the nodes of I ∩ T . We say a supply graph S is
a directed subgraph of GI∩T connecting every supply root s to every demand root d such
that the following three supply graph properties hold:
1. for every pair (d, s) a shortest path from d to s in S is also a shortest path in GI∩T ,
2. for every pair (d, s) there exists a shortest path from d to s in S that is a feather path,
3. every particle p in S lies on a shortest path for some pair (d, s).

We construct supply graph S from feather trees as follows. First, every demand root
initiates the growth of a feather tree. When a feather tree reaches a supply root s, a supply



Irina Kostitsyna, Tom Peters, and Bettina Speckmann 50:5

found token is sent back to the root of the tree. Note that if several feather trees overlap, a
node in charge of forwarding the token up the tree cannot determine which specific tree the
token belongs to. However, it can identify and forward the token to all valid parents that lie
on valid feather paths for this token. To count inner bends, the supply found token carries a
flag β which is updated at each bend. Specifically, a particle p that receives a supply found
token t does the following:

1. p marks itself as part of the supply graph S,
2. p stores the direction i that t came from as a valid child in S,
3. from all of its parents in all the feather trees, p computes the set U of valid parents by

checking the flag β of t,
4. p adds U to the set of its parents in S,
5. p forwards t to the particles in U , updating the flag β if necessary, and
6. p stores the complete information about t for the future.

Note that a particle p receives at most two supply found tokens from each direction, one
for each value of β. Hence p can store the corresponding information in its memory. When
a feather tree F reaches a particle p that is already marked as part of the supply graph S
then p first checks if F would have been included in U for at least one of the supply found
tokens t stored in p. If that is the case, p sends a copy of t towards the root of F , and sets
its parent in F to be a parent in S as well. Otherwise, p grows F as normal.

I Lemma 4. Given a simply connected particle configuration P with n particles, a set of
particles marked as supply roots, and a set of particles marked as demand roots, we can
create a supply graph using O(n) rounds.

Algorithm. We present a high level overview of our algorithm. A complete description and
analysis can be found in the full version.

In the first phase of the algorithm, the particles form the supply graph, by creating
feather trees starting from the demand roots, and sending tokens back up the trees if a
branch finds supply. Each supply root organizes the corresponding supply component into a
tree; these supply trees are connected to the supply graph S via the supply roots. After the
supply graph S has been formed, demand roots pull particles from S and fill the demand
components; the pulling of particles propagates through S to the supply components. Par-
ticles moving in S store the number of inner bends they take. An extended particle checks
the number of inner bends of its children in S to determine which of them are valid choices
to pull. Eventually, pulling propagates to the supply particles at the leaves of the corre-
sponding spanning trees. These particles simply contract, reducing the outstanding supply.
If a supply component becomes empty, some extended particles may need to revert and pull
back against the prescribed direction in S. Then the corresponding edges get removed from
S, thus rerouting the movement of extended particles towards supply that still exists.

Recall that the particles follow feather paths through S. This ensures that even if the
particles themselves do not know which supply component they are pulling from, they do so
via a shortest path. Moreover, even in the case where particles have to move back because a
supply component was already empty, the total path taken by each particle will be at most
linear in the size of the particle configuration.

I Theorem 5. The particle reconfiguration problem can be solved using O(n) rounds of
activation.

EuroCG’22



50:6 Fast Reconfiguration for Programmable Matter

4 Conclusion

We have presented a fast reconfiguration algorithm for a system of amoebot particles. Our
solution currently only works on simply-connected particle systems with a simply-connected
intersection of the initial and the target shapes. An interesting direction to explore is to
extend our results for a larger class of shapes. Furthermore, our worst-case running time
matches the efficiency bounds of existing solutions, however we expect our algorithm to be
more advantageous for the case when the initial and target shapes are similar. Thus it would
be interesting to evaluate our solution experimentally on realistic scenarios.
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Abstract
We provide a polynomial-time algorithm that for any graph embedded on a non-orientable surface
computes a canonical non-orientable system of loops so that any loop from the canonical system
intersects any edge of the graph in at most 30 points. The existence of such short canonical systems
of loops was known in the orientable case and an open problem in the non-orientable case. Our
techniques combine recent work of Schaefer-Štefankovič with ideas from computational biology.

1 Introduction

Lazarus, Pocchiola, Vegter and Verroust [7] (see also [6]) were the first to design an algorithm
that finds, for any graph G embedded in a closed orientable surface S a canonical system of
loops C such that no edge of C intersects1 any edge of G more than a constant number of
times. By a canonical system of loops we mean a one-vertex one-face embedded graph in
which the cyclic ordering of the edges around the vertex is a1b1a−1

1 b−1
1 . . . agbga−1

g b−1
g . This

system of loops has been widely used, both in applied and theoretical works, as it provides
a short and canonical way to cut a surface into a disk.

In the non-orientable case, no instance of such short decompositions seems to be known.
Even for the non-orientable canonical system of loops, that is, a system of one-sided loops
with the cyclic ordering a1a1a2a2 . . . agag around the vertex, the best known algorithm
requires O(g|E(G)|) crossings for each loop (see [6]). Non-orientable surfaces have been
often neglected in computational topology, but there are many reasons to want to correct
this: natural models of random surfaces yield non-orientable surfaces with large probability,
they appear as configuration spaces in diverse contexts [3, 11], and insights garnered from
non-orientable surfaces can sometimes be applied to the orientable ones; e.g. see [9].

In this article, we prove the following theorem providing, to the best of our knowledge, the
first known case of a short canonical topological decomposition for non-orientable surfaces.

I Theorem 1.1. There exists a polynomial time algorithm that, given a graph cellularly
embedded on a non-orientable surface, computes a non-orientable canonical system of loops
such that each loop in the system has multiplicity at most 30.

We first point out that the techniques used to prove the orientable version in [7] incur an
overhead of O(g) in the multiplicity of the resulting curves (see [6, Theorem 4.3.9]). Instead,
our proof of Theorem 1.1 builds on important recent work of Schaefer and Štefankovič [10],
who showed that any graph embedded on a non-orientable surface can be represented with
a cross-cap drawing so that each edge uses each cross-cap at most twice (see the second
picture of Figure 1 for an example). Our main technical contribution is to upgrade their

1 Throughout the article, we decompose surface-embedded graphs by cutting them along embedded
graphs which are transverse to the original graph, and count the number of intersections. This is
equivalent to the primal setting studied in Lazarus, Pocchiola, Vegter and Verroust [7] by graph duality.
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construction so that the cross-caps can be connected to each other so as to yield a non-
orientable canonical system of loops, intersecting the edges of the one-vertex graph with
multiplicity at most 30 (see Figure 1).

Figure 1 From left to right: 1) The combinatorial information of a one-vertex graph. 2) A
cross-cap drawing of this graph, with cross-caps connected to a base-point. 3) A joint drawing of the
graph and a canonical system of loops. 4) A different representation: decomposing the graph along
the canonical system of loops.

Due to line limitations, the proofs are only sketched and can be found in the full version.

2 Preliminaries

An embedding of a graph G on a surface S is informally a crossing-free drawing of G on S.
We treat (G, S) as a cross-metric surface [2], i.e., the objects we define and work with will
be in general position with respect to G. The multiplicity of such a curve embedded on S is
the maximum number of times it intersects with an edge of the underlying graph G. As in
many similar works, in our proofs we first contract a spanning tree of the underlying graph,
reducing the problem to the setting of a one-vertex graph embedded on a non-orientable
surface. The combinatorics of a one-vertex embedded graph are completely described by an
embedding scheme, i.e., by the circular order of the edges around the vertex, and a signature
for each loop indicating whether it is one-sided or two-sided. We simply use scheme to refer
to a graph with an embedding scheme. A one-vertex scheme is orientable if all its loops
are two-sided and non-orientable otherwise. We denote by eg(G) the Euler genus of an
embedding scheme G, i.e., the Euler genus of the surface obtained by gluing a topological
disk on each face. A loop e in a scheme divides the half-edges around the vertex into two
parts, called wedges of e.

We represent an embedding of a graph on a non-orientable surface by drawing it on the
plane with a finite number of cross-caps. A family of edges entering a cross-cap emerges
on the other side with a reversed order, and a loop is one-sided (two-sided) if it enters odd
(even) number of cross-caps. See Figure 2 for an example of two cross-cap drawings of the
same scheme on a non-orientable surface of genus 3.

Short Orienting Curves. A simple but important object that we rely on extensively is an
orienting curve, i.e., a closed curve on a non-orientable surface such that cutting along it
produces an orientable surface with boundary. The following lemma is a restatement of [8,
Proposition 5.5].
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Figure 2 Two cross-cap drawings for the same scheme.

I Lemma 2.1. Let N be a non-orientable surface without boundary and with genus g and
G be a graph embedded on N . Then there exists an orienting curve of multiplicity at most
2.

3 The Schaefer Štefankovič Algorithm

Schaefer and Štefankovič proved the following theorem.

I Theorem 3.1. [10, Lemma 9] If G is a one-vertex non-orientable (respectively orientable)
scheme, then it admits a cross-cap drawing with eg(G) (respectively eg(G) + 1) cross-caps
in which every edge passes through every cross-cap at most twice.

The proof of the theorem uses an inductive algorithm, which distinguishes cases depend-
ing on the topological type of the next loop to be drawn. This algorithm works by providing
a way to draw a loop at each inductive step, assuming that some simpler one-vertex graph
without that loop can be drawn. Here, we only elaborate on techniques to deal with two
special type of curves; we refer to the full version for complete description of the algorithm.

One-sided loop move. Let r be a one-sided loop in the scheme G. We remove r and
flip one of its wedges, i.e., we reverse the order of the edges within this wedge and change the
signature of the loops that alternate with r. The new scheme G

′ has Euler genus eg(G)− 1.
Let us assume inductively that we are given a drawing for G

′ . We add r to this drawing by
adding a cross-cap near the vertex and the flipped wedge and dragging r and every edge in
the flipped wedge in it; see Figure 3.

Dragging move. Let s be a separating loop in a scheme G, such that cutting along it
results in two subschemes G1 and G2 in which G2 is orientable. We add a one-sided loop
o with consecutive ends in G2 in the wedge where s used to be. Having a drawing for G1
and G2 + {o}, we can draw the loop s in the drawing for G2 + {o} as follows: we start
next to an end of o, follow o through all the cross-caps, except that after coming out of the
last cross-cap, we go back to the first one entered, and traverse all of the cross-caps again.
Finally we end up next to the other end of o; see Figure 4, left. Denote this drawing of
G2 + {o} + {s} by H

′
2 and the drawing we obtain for G1 by H1. By gluing H1 to H

′
2, we

get a drawing H
′ for G + {o} + {s} but the drawing is not using the minimum number of

cross-caps. However we can eliminate one cross-cap in H
′ by dragging some curves of G1

through the crosscaps of G2: this is pictured in Figure 4, right.

EuroCG’22
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Figure 3 The one-sided loop move on the loop r.

Figure 4 The dragging move.

4 From cross-cap drawings to canonical systems of loops

The complexity of the drawings provided by the proof of Schaefer and Štefankovič increases
too fast to directly yield a short non-orientable canonical system of loops. Therefore, we
modify their algorithm by enforcing more specific rules to simplify some of the steps and
provide additional structure to the inductive argument. First, we reduce the given embedded
graph to a scheme with an orienting loop.

I Lemma 4.1. Given a graph G embedded on a non-orientable surface N , there exists a one-
vertex scheme Ĝ such that Ĝ has an orienting loop, and if Ĝ has a non-orientable canonical
system of loops of multiplicity at most k, then G has a non-orientable canonical system of
loops of multiplicity at most 3k.

The idea of the proof is to add an orienting curve (Lemma 2.1) and contract a spanning
tree. Second, we impose a certain order to choose the one-sided and separating loops.

An order to choose one-sided loops. This order comes from a seemingly unrelated
problem in computational biology, precisely genome rearrangements. Given a word with
signatures (a bit assigned to each letter), a signed reversal consists in choosing a subword, and
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Figure 5 Left: a representation of three signed reversals bringing the signed permutation on the
left to the one on the right. Right: Attaching the two permutations to a common basepoint yields a
one-vertex graph with an embedding scheme, for which signed reversals provide a cross-cap drawing.

reversing it as well as the signatures of its letters. The signed reversal distance between two
signed words is the minimum number of signed reversals needed to go from one signed word
to the other one. As we show in Figure 5, (see also [1, 5]), there is a strong similarity between
computing the signed reversal distance between two signed permutations and embedding a
one-vertex graph built from these two permutations with a minimum number of cross-caps.
Hannenhalli and Pevzner [4] provided a polynomial time algorithm to compute the signed
reversal distance between two signed permutations. In this algorithm they introduce an
optimal choice for choosing a subword to reverse, which in our setting, translates to an
order for choosing between the one-sided loops in the induction: we choose the one-sided
loop such that flipping its wedge maximizes the number of new one-sided loops.

Saturating the scheme and an order to choose separating loops. Then, we
saturate the scheme with auxiliary separating loops. That is, whenever possible, we add a
two-sided loop so that its ends interleave with no other loop in the scheme and that is not
homotopic to a loop that was already present. These loops do not interfere with the genus
and can be removed at the end. We choose a non-contractible separating loop that divides
an orientable scheme that does not contain a separating loop, from the rest of the scheme.

TheModified Algorithm. We are now ready to describe our algorithm. By Lemma 4.1,
we can reduce an embedded graph G to a scheme that contains an orienting loop, and we
saturate it. Then we apply the following steps inductively in the following order:

If there is a contractible loop, remove it and recurse on the new scheme. We can then
draw it in the obtained drawing without using any of the cross-caps.
If there is a non-contractible separating loop, choose one as described above, recurse
on the subschemes and apply a dragging move.
If there is a one-sided non-orienting loop, choose one as described above and apply
the one-sided loop move on this loop.
If all one-sided loops are orienting and there are two-sided loops, pick an orienting loop
o adjacent to a two-sided loop t, recurse on the scheme in which o is replaced by the
concatenation of o and t. Finally drag the concatenation of o and t back along t.
If all one-sided loops are orienting and there are no two-sided loops, one cross-cap is
sufficient to draw all the loops.

The following lemma guarantees that our algorithm provides a good cross-cap drawing.

EuroCG’22
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I Lemma 4.2. Applying the modified algorithm on a graph G embedded on a non-orientable
surface S yields a cross-cap drawing of G with eg(S) cross-caps such that each loop of G

enters each cross-cap at most 6 times.

The proof is similar to the original proof of Schaefer and Štefankovič algorithm but
heavily relies on the presence of the orienting loop to reduce the number of cases. Our main
technical result is then to show that the modified algorithm outputs a cross-cap drawing
where cross-caps are not too far from the vertex.

I Lemma 4.3. For any saturated one-vertex scheme G with an orienting loop o, in the
cross-cap drawing H output by the modified algorithm, there is a path from every cross-cap
to a face incident to the vertex with multiplicity at most two.

The tension in the proof of this lemma lies in the fact that long dual paths are added
to the cross-cap drawings when doing one-sided loop moves and dragging moves, making it
delicate to track the diameter of the graph dual to the cross-cap drawings throughout the
recursive calls. This is handled by tracking specific paths, whose lengths are controlled using
two different strategies. For these strategies to succeed, it is crucial that those moves do not
alternate during recursive calls, and that the separating curves are chosen in the appropriate
order. These properties are guaranteed by the specific orders in which we choose one-sided
loop and separating loops.With this lemma, we can finally sketch the proof of Theorem 1.1.

Sketch of proof of Theorem 1.1. The modified algorithm on G constructs a cross-cap draw-
ing in which, by Lemma 4.2, the number of cross-caps is minimal and the loops enter each
cross-cap at most twice. By Lemma 4.3, there exist paths {pj} of multiplicity two from a
face incident to each cross-cap to a face incident to the vertex in this cross-cap drawing.
We follow these paths to construct loops based at a common vertex surrounding each cross
cap, see Figure 1, third picture. It can be seen that the system of loops that we obtain is
canonical. Using Lemma 4.1 and adding different bounds on the multiplicity, we obtain a
canonical system of loops where each loop has multiplicity 30. J
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Abstract
The collinearity testing problem is a basic problem in computational geometry, in which the task at
hand is the following: Given three sets of n planar points A, B and C, detect a collinear triple of
points in A × B × C or report there is no such triple. In this paper we consider a preprocessing
variant of collinearity testing, namely, the collinearity indexing problem, in which we are given two
sets A and B, each of n points in the plane, and our goal is to preprocess A and B into a data
structure, so that, for any query point q ∈ R2, we can determine whether q is collinear with a pair of
points (a, b) ∈ A×B. We provide a solution to the problem for the case where the points of A, B lie
on an integer grid, and the query points lie on a vertical line, with a data structure of subquadratic
storage and sublinear query time.

1 Introduction

Let A,B,C be three sets of points in the plane. The collinearity testing problem is to
determine whether there exists a collinear triple a ∈ A, b ∈ B, c ∈ C. This problem is
3SUM-hard [10],1 and recently several input-restricted variants of collinearity testing have
been studied in the decision tree model and also in the RAM model [3, 4, 6]. In this paper
we study a preprocessing variant of collinearity testing, referred to as collinearity indexing.

1.1 Collinearity Indexing
Let A and B be two sets, each of n points in the plane. The collinearity indexing problem
is to preprocess A and B into a data structure, so that, given any query point q ∈ R2, we
can determine whether there exists a pair (a, b) ∈ A×B such that a, b and q are collinear.
The goal is to come up with such a structure that uses subquadratic storage and answers
queries in sublinear time, but see a finer discussion of this issue shortly below. Notice that in

∗ Work by Boris Aronov was partially supported by NSF grants CCF-15-40656 and CCF-15-40656 and by
grant 2014/170 from the US-Israel Binational Science Foundation. Work by Esther Ezra was partially
supported by NSF CAREER under grant CCF:AF-1553354 and by Grant 824/17 from the Israel Science
Foundation. Work by Micha Sharir was partially supported by ISF Grant 260/18.

1 In fact, Gajentaan and Overmars [10], who introduced this concept, initially called this problem (as well
as other related geometric problems) “n2-hard,” as it was strongly believed that it cannot be solved in
subquadratic time (whereas it has a simple O(n2) time solution).
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this formulation we ignore the preprocessing time, which can be Ω(n2), but only care about
storage and query time.2

Near-linear query time is easy to obtain, with no auxiliary storage. To do so, one simply
sorts the points of A ∪ B in angular order around the query point q, and checks every
consecutive pair, in this order, of an A-point and a B-point, for collinearity with q. The cost
of the query is O(n logn).

We can improve the query time to O(n) if we are allowed to use quadratic storage. To do
so, we pass to the dual plane, and get a set A∗ of n lines dual to the points of A, and a set
B∗ of n lines dual to the points of B. We compute the arrangement A of A∗ ∪B∗, and store
its DCEL representation. Then, given a query point q, we take its dual line q∗ and trace the
faces of A that q∗ crosses, checking whether q∗ passes through a “bichromatic” vertex of A,
incident to a line of A∗ and a line of B∗, which is the dual interpretation of the property
that q is collinear with a point of A and a point of B. Using the DCEL representation and
the zone theorem (i.e., that the overall zone complexity of a line in a planar arrangement of
lines is linear in the number of lines), this takes O(n) time, see, e.g., [7].

We do not know whether the query cost can be made sublinear, still using quadratic
storage, nor whether the storage can be reduced to subquadratic, still allowing linear query
cost. These two problems are discussed below, and are left as challenging, seemingly hard,
open problems.

We can obtain sublinear query time with superquadratic storage. There are several
equivalent ways to describe such a procedure, but one of the simpler ways is to take the set
V of the O(n2) bichromatic vertices of A, and preprocess it for halfplane range searching
(see, e.g., [1, 2]). It is easy to adapt the resulting procedure so that it can detect whether
the query line q∗ passes through a vertex in V . With s storage, a query takes O∗(n2/

√
s)

time, which is sublinear when s is superquadratic. In the extreme case, when s = Θ(n4), the
query time becomes O(logn). Indeed, in this case, the above approach essentially constructs
the primal arrangement of the O(n2) bichromatic lines, each connecting an A-point with a
B-point, and preprocesses the arrangement for fast point location, using O(n4) storage and
O(logn) query time.

In view of this discussion, the following problems arise:
(i) Preprocess A and B into a data structure that requires O(n2) storage and can answer a

collinearity query in o(n) time.
(ii) Preprocess A and B into a data structure that requires o(n2) storage and can answer a

collinearity query in O(n) time.
(iii) Preprocess A and B into a data structure that requires o(n2) storage and can answer a

collinearity query in o(n) time.
Of course, a solution to Problem (iii) will automatically solve the other two problems, but it
is conceivable, and very likely, that the first two problems are easier to solve, although at the
moment the solution to any of problems (i)–(iii) seems to be elusive.

Our result. In general, A and B may contain arbitrary points in the plane, and the queries
are also arbitrary points. We can formulate special instances of these problems in which the
locations of either the points of A ∪B and / or of the query points are restricted. In this
paper we consider the case where the points of A, B lie on an integer grid, and the points of

2 We note that a related problem, referred to as “3POL-indexing”, was defined in [11] in a somewhat
different context.
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C lie anywhere on the y-axis. For this case we show (in what follows, O∗(·) hides a factor of
nε, for any ε > 0):

I Theorem 1.1. Let A, B be two sets of n planar points each, lying on an integer grid. For
any 0 < δ < 1 there exists a data structure of overall storage complexity O∗(n2−δ/3), which
answers collinearity-indexing queries in O∗(nδ) time. In particular, when δ = 1/4 the storage
and query bounds are O∗(n7/4) and O∗(n3/4). The overall preprocessing time of this data
structure is O∗(n2).

2 A Detailed Description of the Data Structure

A naive solution for the case where A and B are unrestricted. As discussed in the
introduction, our main result holds for the case where A, B lie on an integer grid, but we
first discuss a more general setup.

Let A and B be two sets, each of n (unrestricted) points in the plane, and let γ be a
vertical line containing the points of C. Without loss of generality, we assume that γ is the
y-axis. The collinearity indexing problem, restricted to γ, is to preprocess A and B into a
data structure, so that, given any query point q ∈ γ, we can determine whether there exists
a pair (a, b) ∈ A×B such that a, b and q are collinear.

The problem is easy to solve using O(n2 logn) preprocessing time, O(n2) storage, and
O(logn) query time, as follows. We pass to the dual plane, construct the arrangement of
A∗ ∪B∗, where A∗ (resp., B∗) is the set of lines dual to the points of A (resp., of B), collect
all the “bichromatic” vertices (those formed by a line of A∗ and a line of B∗), and sort them
by their y-coordinates. All this takes O(n2 logn) time. Given a query point q = (0, η) ∈ γ, we
need to determine whether the horizontal dual line q∗ : y = η passes through a bichromatic
vertex of the arrangement, and this takes O(logn) time, as is easily verified. At the other
extreme setup, as already described in the introduction, we can solve the problem with
no preprocessing, using O(n) storage, and then a query with a point c (not necessarily on
γ) is answered by sorting A ∪ B in the angular order around q, and then by checking all
consecutive bichromatic pairs in this ordering for collinearity with q. This takes O(n logn)
time. Our goal, however, is to obtain a data structure that uses subquadratic storage and
sublinear query time.

2.1 The case where A and B lie on an integer grid
We next present a more efficient solution to this problem, under the following further
restrictions. We assume that the points of A and of B lie on (some of the) vertices of
a k × k integer grid G, with integer coordinates (so n ≤ k2), where k is bounded by a
polynomial function of n. For concreteness, and without loss of generality, assume that
G = [t, k + t − 1] × [0, k − 1] (t is an integer parameter that indicates where the y-axis is
located with respect to G). We continue to denote by γ the y-axis, and assume the points of
C lie on γ.

Our solution is an adaptation of the technique of Golovnev et al. [11] (see also Kopelowitz
and Porat [12]), which solves the simpler 3SUM-indexing problem: That is, the goal is
preprocess two sets A, B of n real numbers each, such that given a real number c, one can
quickly determine whether there is a pair a ∈ A, b ∈ B such that a+ b+ c = 0 (see also [8] for
a related problem). As in [11, 12], our solution is based on the function inversion technique
of Fiat and Naor [9].

EuroCG’22
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We first assume, without loss of generality, that no point of A∪B lies on γ. If γ contains
a point of A and a point of B then every query has a positive outcome and the problem
becomes trivial. If γ contains points of only A, say, then these points can form collinear
triples only when q coincides with one of them, a situation that is easy to detect.

Our strategy is to consider all bichromatic lines that connect a point of A with a point of
B. Let a = (xa, ya) ∈ G and b = (xb, yb) ∈ G be two grid points. The line λa,b that passes
through a and b has the equation

y − ya
x− xa

= yb − ya
xb − xa

, or

(yb − ya)(x− xa)− (xb − xa)(y − ya) = 0, or
(yb − ya)x− (xb − xa)y = xayb − yaxb.

Since a and b belong to G, we have

yb−ya, xb−xa ∈ [−2(k−1), 2(k−1)], and xayb−yaxb ∈ [−2t(k−1)−2(k−1)2, 2t(k−1)+2(k−1)2].

Let Λ denote the set of the lines λa,b. Note that |Λ| = O(k4). A line λ ∈ Λ intersects the
y-axis at the point with y-coordinate

y = xayb − yaxb
xa − xb

,

which is a rational with denominator in [−2(k− 1), 2(k− 1)] and numerator in [−2t(k− 1)−
2(k − 1)2, 2t(k − 1) + 2(k − 1)2].

Set
U =

{(
0, i

4k2

)
| |i| ≤ 8tk3 + 8k4

}
.

It is easily checked that (i) each intercept of a line of Λ with the y-axis lies in an interval
delimited by two consecutive points of U , and (ii) each of these intervals contains at most
one such intercept. Indeed, (i) follows from the definition of U and the respective values of
the y-coordinates, and (ii) holds since the smallest difference between two such intercepts is
at least 1/(2k− 2)− 1/(2k− 1), which is larger than 1/(4k2). (An intercept can be shared by
many lines of Λ, but distinct intercepts lie in distinct intervals.) Let V denote the (multi)set
of these intercepts.

Preparing for the Fiat-Naor setup. Write A = {a1, a2, . . . , an} and B = {b1, b2, . . . , bn}.
Following the considerations in [11, 12], we define a function g : [n] × [n] 7→ γ by setting
g(i, j) equal to the (unique) intersection point of γ with the line `i,j = λai,bj

. The image of
g is the multi-set V .

Let h : U 7→ [n]× [n] be a universal hashing function. That is, for each pair x 6= y ∈ U we
have Pr[h(x) = h(y)] ≤ 1

n2 , where probability is with respect of the random choice of h. One
can construct such a function by encoding U as a range of integers (using only the numerators
of its elements), and encoding [1, n]× [1, n] as [1, n2], using, e.g., the lexicographical order,
and use the class of functions of the form h(i) = (ci+ d (mod p)) (mod n2), where p > n2

is a prime number and c, d are random integers modulo p, with c 6= 0. Finally, define a
function f : [n]× [n] 7→ [n]× [n] by

f(i, j) = h(flrδ(g(i, j))),

for (i, j) ∈ [n]×[n], where δ = 1
4k2 is the separation parameter between any pair of consecutive

elements of U , and flrδ maps each point q ∈ γ to the largest element of U that is smaller
than or equal to q.
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Building the data structure. We now use the trade-off result of Fiat and Naor [9] for
inverting a function. It implies that, for any choice of values (S, T ) that obey TS3 = n6, one
can preprocess f , by a randomized algorithm, in time O∗(n2) into a data structure that uses
O∗(S) storage, so that, for any (i, j) in the range of f , one can compute, in O∗(T ) time, with
probability 1− 1

n2 , a pair in f−1(i, j). Since f may be many-to-one, f−1(i, j) may consist
of many elements; in this case, the Fiat-Naor procedure returns just one of them. This is
sufficient for our analysis as such a scenario implies that we may have several potential pairs
(a, b) ∈ A×B, which are collinear with the query point q—see below.

An element z of the range R ⊆ U of flrδ ◦ g is said to be an h-singleton if for any
z′ 6= z in R we have h(z) 6= h(z′). Standard properties of universal hash functions (see
once again [11, 12]) ensure that the expected number of singleton elements in R is at least
some constant fraction of |R|. Hence, if we repeat this scheme Θ(logn) times, drawing h
independently at each incarnation, the expected number of elements that are not singletons
in all the schemes becomes smaller than 1, and we can therefore assume that our structure
has the property that every element of R is singleton in at least one instance.

We query with a point q ∈ γ in each of these O(logn) structures, collect O(logn) potential
inverses of f at h(flrδ(q)), and claim, using the above reasoning, that if q ∈ R then at least
one of these candidates is a pair (i, j) such that ai, bj and q are collinear. We go over the
candidates and select the one that satisfies this property. If such a candidate exists then we
found a pair in (a, b) ∈ A×B with which q is collinear. Otherwise, if none of the candidates
satisfies the property, we conclude that q is not collinear with any pair in A×B.

In summary, we obtain O(logn) structures, whose overall space complexity is O∗(S), and
the total query time is O∗(T ) (where TS3 = n6), as is easily verified. This implies that by
setting T = nδ, we obtain S = n2−δ/3, for any 0 < δ < 1. In particular, we can choose S and
T so that S is subquadratic and T is sublinear. For example, we can choose T = n3/4 and
S = n7/4. This at last completes the proof of Theorem 1.1.
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Abstract
The segment number of a planar graph G is the smallest number of line segments needed for a
planar straight-line drawing of G. Dujmović, Eppstein, Suderman, and Wood [Comp. Geom.,
2007] introduced this measure for the visual complexity of a graph. Several upper bounds on the
segment number have been established, e.g., Dujmović et al. gave an optimal algorithm for trees and
worst-case optimal algorithms for outerplanar graphs, 2-trees, and planar 3-trees. We prove the first
linear universal lower bounds for maximal outerpaths, maximal outerplanar graphs, and 2-trees. This
makes the corresponding algorithms of Dujmović et al. constant-factor approximation algorithms.
For maximal outerpaths, our bound is best possible and can be generalized to circular arcs.

1 Introduction

A drawing of a given graph can be evaluated by various quality measures depending on the
concrete purpose of the drawing. Classic examples of such measures include drawing area,
number of edge crossings, neighborhood preservation, and stress of the embedding. More
recently, Schulz [5] proposed the visual complexity of a drawing, determined by the number of
geometric objects (such as line segments or circular arcs) that the drawing consists of. It has
been experimentally verified that people without mathematical background tend to prefer
drawings with low visual complexity [4]. The visual complexity of a graph drawing depends
on the drawing style, as well as on the underlying graph properties. A well-studied measure
of the visual complexity of a graph is its segment number, introduced by Dujmović, Eppstein,
Suderman, and Wood [1]. It is defined as follows. Recall that a straight-line drawing of a
graph maps (i) the vertices of the graph injectively to points in the plane and (ii) the edges
of the graph to straight-line segments that connect the corresponding points. A segment in
such a drawing is a maximal set of edges that together form a line segment. For a given
straight-line drawing Γ of a graph, the set of segments it induces is unique. The cardinality
of that set is the segment number of Γ. The segment number, seg(G), of a planar graph G is
the smallest segment number over all crossing-free straight-line drawings of G.

Previous work. Dujmović et al. [1] pointed out two natural lower bounds for the segment
number: (i) η(G)/2, where η(G) is the number of odd-degree vertices of G, and (ii) the
slope number slope(G) of G, which is defined as follows. The slope number slope(Γ) of a
straight-line drawing Γ of G is the number of different slopes used by any of the straight-line
edges in Γ. Then slope(G) is the minimum of slope(Γ) over all straight-line drawings Γ
of G. Dujmović et al. also showed that any tree T admits a drawing with seg(T ) = η(T )/2
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
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segments and slope(T ) = ∆(T )/2 slopes, where ∆(T ) is the maximum degree of a vertex in T .
These drawings, however, use exponential area. Further, Dujmović et al. showed that every
maximal outerplanar graph G with n vertices admits an outerplanar straight-line drawing
with at most n segments. They showed that this is worst-case optimal. They also gave
(asymptotically) worst-case optimal algorithms for 2-trees and plane (where the combinatorial
embedding and outer face is fixed) 3-trees. Finally, they showed that every triconnected
planar graph with n vertices can be drawn using at most 5n/2− 3 segments. For the special
cases of triangulations and 4-connected triangulations, Durocher and Mondal [2] improved
the upper bound of Dujmović et al. to (7n− 10)/3 and (9n− 9)/4, respectively. The former
bound implies a bound of (16n− 3m− 28)/3 for arbitrary planar graphs with n vertices and
m edges. The arc number, arc(G), of a graph G is the smallest number of circular arcs in
any circular-arc drawings of G. It has been introduced by Schulz [5], who gave algorithms
for drawing series-parallel graphs, planar 3-trees, and triconnected planar graphs with few
circular arcs. For trees, he used the additional flexibility of circular arcs to trade an increase
in the visual complexity for a reduction in the size of the drawing area (from exponential to
a grid of size O(n2.81)).

Contribution and outline. We prove the first linear universal lower bound of bn/2c+ 2 for
the segment number of maximal outerpaths with n vertices; see Sec. 3. We obtain our results
by using more general pseudo k-arcs, that is, an arrangement of curves in the plane such
that each pair of curves intersects at most k times. For k = 1 these are pseudo segments
and for k = 2 these are pseudo (circular) arcs. This also yields a universal lower bound of
d2n/7e for the arc number of maximal outerpaths. We present infinite families of maximal
outerpaths using few segments, arcs, and pseudo arcs, which show that our bound on the
segment number is tight. Via considering maximal outerpaths, we also obtain a universal
lower bound of (n + 7)/5 for the segment number of 2-trees (which contain the maximal
outerplanar graphs); see Sec. 4. This makes the corresponding algorithms of Dujmović et al.
constant-factor approximation algorithms.

Results marked with a “?” are available in the full version [3].

2 Notation and Terminology

Let G be a planar and connected graph and let Γ be a planar drawing of G. The unique
unbounded face of Γ is called its outer face; the remaining faces are called internal. Vertices
(edges) belonging to the boundary of the outer face are called outer vertices (edges); the
remaining vertices (edges) are called internal. A plane graph is a planar graph equipped
with a combinatorial embedding and a distinguished outer face.

Let s be a segment in a straight-line drawing Γ, and let v be an endpoint of s. Geometrically
speaking, we could extend s at v into a face f . We say that s has a port at v in f . We call
v open if v has at least one port and closed otherwise. Let port(Γ) be the number of ports
in Γ, and let port(G) be the minimum number of ports over all straight-line drawings of G.
Observe that, for any planar graph G, it holds that seg(G) = port(G)/2.

An outerplanar graph is a plane graph with all vertices outer. The weak dual graph of an
outerplane graph is its dual graph without the vertex corresponding to the outer face; it is
known to be a tree. An outerplane graph whose weak dual is a path is called an outerpath.
A maximal outerplanar graph is an outerplanar graph with the maximum number of edges.
Similarly, we define a maximal outerpath. A 2-tree is a graph that can be constructed by
starting with a K3 and iteratively adding vertices that are adjacent to both endpoints of an
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existing edge of the current 2-tree. Clearly, all 2-trees are planar and all maximal outerplanar
graphs are 2-trees. We call the sequence of vertices v1, v2, . . . , vn of a 2-tree G its stacking
order if, for each i ∈ {3, . . . , n}, the graph Gi induced by the vertices v1, v2, . . . , vi is a 2-tree.
If G is a maximal outerpath, each Gi is a maximal outerpath.

3 Maximal Outerpaths

In this section, we generalize the concept of segments and arcs to pseudo k-arcs and give a
universal lower bound for the number of pseudo k-arcs in drawings of maximal outerpaths.
An arrangement of pseudo k-arcs is a set of curves in the plane such that any two of the curves
intersect at most k times. (If two curves share a tangent, this counts as two intersections.)
We forbid self-intersections, but for k ≥ 2 we allow a pseudo k-arc to be closed.

To show the bound, we present a charging scheme that assigns internal edges to pseudo
k-arcs. Any outerpath drawing has exactly n− 3 internal edges. A pseudo k-arc is long if
it contains at least k + 1 internal edges; otherwise it is short. Let arck denote the number
of pseudo k-arcs, and let arci

k denote the number of pseudo k-arcs with i internal edges.
The internal edges of a long arc α subdivide the outerpath into subgraphs H0, H1, . . . ,H`

called bays; see Fig. 1. Since an outerpath can be constructed by a sequence of (outer)
2-tree stacking operations, we have the partial drawings P3, P4, . . . , Pn. A pseudo k-arc α is
incident to a face f if α contains an edge incident to a vertex of f . We say that α is active
in Pi if α is incident to the last face that has been added.

e1

α

H5

H4

H0

H1

H2

H3

H6e2 e3

e4

e5

e6

Figure 1 An outerpath represented by a pseudo 2-arc arrangement. The internal edges e1, . . . , e6
of arc α subdivide the outerpath into bays H0, . . . , H6. For our charging, we count crossings of α
with other arcs (indicated by red crosses).

I Lemma 1 (?). For any i ∈ {3, . . . , n}, a partial outerpath drawing Pi contains at most
one active long pseudo k-arc.

We do a 2-round assignment to assign each internal edge to a pseudo k-arc. We start
with the round-1 assignment. Let I denote the set of internal edges of long pseudo k-arcs
starting at the (k + 1)-th internal edge (as for the first k internal edges an arc is still short).
We assign all n− 3 internal edges except for the edges in I to their own pseudo k-arcs:

(n− 3)− |I| = k arc≥k
k +(k − 1) arck−1

k + · · ·+ arc1
k = k arck −

k∑

i=0
(k − i) arci

k (1)

Now we describe the round-2 assignment. There, we charge internal edges to crossings,
which we can charge in turn to pseudo k-arcs. A crossing is a triplet (α, β, p) that consists of
two pseudo k-arcs α and β and a point p at which α and β intersect. If there is a tangential
point between α and β, we count two crossings at that tangential point.

Next we consider the number of crossings in an outerpath drawing that involve the long
arcs. In the round-2 assignment we charge the surplus internal edges of the long arcs to the

EuroCG’22



53:4 Universal Lower Bounds on the Segment Number

other pseudo k-arcs that are involved in the crossings we counted. Suppose α has ` internal
edges (` > k). For each bay H ∈ {H1, . . . ,H`−1}, there are ≥ 2 crossings of α with other
pseudo k-arcs – one at the first and one at the last vertex of H; see the red crosses in Fig. 1.

These vertices are individual for each pair of consecutive bays. Hence, the crossings must
all be different as well. Note that a tangential point may be shared by some Hj and Hj+2
(for j ∈ {1, . . . , `− 3}); see H2 and H4 in Fig. 1 for an example. However, we can still charge
a crossing to each of Hj and Hj+2 since a tangential point counts for two crossings. An
exception are H0 and H`. They may share a crossing with H1 and H`−1, respectively, as H6
and H5 do in Fig. 1. Hence, we count only one crossing for H0 and H`.

Therefore, for each internal edge e of I we have two individual crossings of the preceding
bay, e.g., in Fig. 1 H2 provides two crossings for e3. We denote the set of these crossings
by C. Note that the crossings of H0, H1, . . . ,Hk−1, and H` are not included in C since the
succeeding internal edges are not contained in I. Clearly, we know that 2|I| = |C|.

Next, we give an upper bound for |C| in terms of arck. The main argument we exploit
is that, by definition, each pseudo k-arc can participate in at most k crossings with the
(current) long arc. However, we need to be a bit careful for the case when one long pseudo
k-arc becomes inactive and a new pseudo k-arc becomes long, i.e., we consider the transition
between one long arc to a new long arc. For each long arc, we count the crossings in
Hk, Hk+1, . . . ,H` as described before. We may get additional crossings because potentially
any pseudo k-arc could intersect each long arc k times. To compensate for the double
counting at transitions, we introduce the transition loss tk. Moreover, we cannot count
crossings of the first long arc with (other) long arcs, and we do not count the crossings of
the very first bay and the very last bay. This yields the following.

2|I| = |C| ≤ k · (arck︸ ︷︷ ︸
each pseudo k-arc intersects the current

long pseudo k-arc at most k times

the first long pseudo k-arc does not provide
crossings with another long pseudo k-arc︷︸︸︷

−1) −(2k − 1)︸ ︷︷ ︸
the crossings of H0, H1, . . . , Hk−1 of the first

long pseudo k-arc are not counted

the crossing of H` of the last long
pseudo k-arc is not counted︷︸︸︷

−1 + tk︸︷︷︸
transition

loss
(2)

Plugging Eq. (2) into Eq. (1), we obtain the following general formula, which gives a
lower bound on the number of pseudo k-arcs for any outerpath relative to n and k.

(n− 3)− k(arck −1)− (2k − 1)− 1 + tk
2 ≤ k arck −

k∑

i=0
(k − i) arci

k

⇔ arck ≥
2n− 6 + 2

∑k
i=0(k − i) arci

k −tk
3k + 1 (3)

Since this formula still contains unresolved variables, we now resolve tk.

I Lemma 2 (?). There is a loss of at most one crossing per transition from one long pseudo k-
arc to another long pseudo k-arc in any outerpath drawing. Hence, tk ≤ max{0, arc>k

k −1} ≤
arc>k

k = arck −
∑k

i=0 arci
k where arc>k

k is the number of long pseudo k-arcs.

Applying this insight to Eq. (3), we get

arck ≥
2n+ 3k − 6 +

∑k
i=0(2k − 2i+ 1) arci

k

3k + 1 . (4)

Since this general formula is hard to grasp and still contains the unresolved variables arci
k,

we next investigate this formula for specific values of k and prove lower bounds on arci
k.

Let us start with k = 1, i.e, outerpath drawings on pseudo segments. We use the following
lemma to fill the unresolved values in Eq. (4).
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{

r

(a) Pr (b) Q6

(c) U2

Figure 2 Three families of maximal outerpaths with (a) n/2 + 2 segments (hence, matching the
lower bound from Thm. 1), (b) n/3 + 1 circular arcs, and (c) (5n+ 18)/16 < n/3 pseudo 2-arcs.

I Lemma 3 (?). For k = 1 and n ≥ 3, in any outerpath drawing either arc0
1 ≥ 3 or (arc0

1 ≥ 2
and arc1

1 ≥ 3).

Now we can use Lem. 3 to fill the gaps in Eq. (4) for k = 1:

I Theorem 1. For any maximal outerpath P with n vertices, seg(P ) ≥ arc1(P ) ≥ bn
2 c+ 2.

Proof. We plug the result from Lem. 2 into Eq. (4) for k = 1 and use Lem. 3 to observe
that 3 arc0

1 + arc1
1 ≥ 9:

arc1 ≥
2n− 3 + 3 arc0

1 + arc1
1

4 = n

2 + 3 arc0
1 + arc1

1−3
4 ≥ n+ 3

2

As we cannot have partial (pseudo) segments, we can round up to dn+3
2 e = bn

2 c+ 2. J

For k = 2, i.e, for (pseudo) circular arcs, Eq. (4) leads to the following lower bound.

I Theorem 2. For any maximal outerpath P with n vertices, arc(P ) ≥ arc2(P ) ≥ d 2n
7 e.

Proof. We plug the result from Lem. 2 into Eq. (4) for k = 2:

arc2 ≥
2n+ 5 arc0

2 +3 arc1
2 +1 arc2

2
7 ≥ 2n

7
J

For k > 2, it is not obvious how to generalize circular arcs. However, we can make a
similar statement for curve arrangements. This follows directly from Eq. (4).

I Proposition 1. Let P be a maximal outerpath with n vertices drawn on an arrangement
of curves in the plane where curves intersect pairwise at most k times, can be closed, but do
not self-intersect. Then, the number arck(P ) of curves required is d 2n+3k−6

3k+1 e.

We show by three infinite families of examples in Fig. 2 that our bounds for segments and
arcs are tight. This implies, somewhat surprisingly, that, at least for worst-case instances,
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using pseudo segments requires as many elements as using straight line segments. Whether
this also holds for pseudo circular arcs and circular arcs is an open question. With circular
arcs, we could not beat a bound of n/3, which we could do for pseudo circular arcs.

I Proposition 2 (?). For every r ∈ N, there exist maximal outerpaths Pr, Qr, and Ur

with (i) Pr has 2r + 6 vertices and seg(Pr) ≤ r + 5 = n
2 + 2, (ii) Qr has 3r vertices and

arc(Qr) ≤ r+1 = n
3 +1, (iii) Ur has 16r+6 vertices and arc2(Ur) ≤ 5r+3 = 5n+18

16 ≈ 0.3125n.

4 2-Trees

The main idea for a universal lower bound for 2-trees (and for its subclass of maximal
outerplanar graphs) is that a 2-tree G either has many degree-2 vertices and thus requires
many segments (recall that, in a 2-tree, we stack vertices onto edges and hence degree-2
vertices cannot be closed) or G can be obtained by “gluing” few maximal outerpaths for
which we know (tight) universal lower bounds on the segment number; see Thm. 1.

Unfortunately, for gluing maximal outerpaths, we cannot directly employ Thm. 1 because
it does not tell us how many ports we lose when gluing. Therefore, we first investigate the
distribution of ports within a straight-line drawing of a maximal outerpath. In particular, for
any straight-line drawing of any maximal outerpath, we can find an injective assignment of
ports to vertices such that every port is assigned to its own vertex or to a neighboring vertex.

Using this assignment, we can show that we lose at most seven (assigned) ports by gluing
an outerpath to a 2-tree. Consequently, one can see that any 2-tree drawing has at least
2(n+ 7)/5 ports, which yields the following result.

I Theorem 3 (?). Let G be a 2-tree with n vertices. Then seg(G) ≥ (n+ 7)/5.

5 Discussion

Circular-arc drawings are a natural generalization of straight-line drawings. What is the
maximum ratio between the segment number and the arc number of a graph? Note that
seg(K3)/ arc(K3) = 3, but it is open whether it can be larger. What is the complexity of
deciding whether the arc number of a given graph is strictly smaller than its segment number?
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Abstract
An obstacle representation of a graph G consists of a set of polygonal obstacles and a drawing
of G as a visibility graph with respect to the obstacles: vertices are mapped to points and edges
to straight-line segments such that each edge avoids all obstacles whereas each non-edge intersects
at least one obstacle. Obstacle representations have been investigated quite intensely over the
last few years. Here we focus on outside-obstacle representations that use only one obstacle in the
outer face of the drawing. It is known that every outerplanar graph admits such a representation
[Alpert, Koch, Laison; DCG 2010]. We strengthen this result by showing that every partial 2-tree
has an outside-obstacle representation. We also consider a restricted version of outside-obstacle
representations where the vertices lie on a regular polygon. We construct such regular representations
for partial outerpaths, partial cactus graphs, and partial grids.

1 Introduction

Recognizing graphs that have a certain type of geometric representation is a well-established
field of research dealing with, for example, interval graphs, unit disk graphs, coin graphs, and
visibility graphs. Given a set C of obstacles (in our case: polygons) and a set P of points in
the plane, the visibility graph GC(P ) has a vertex for each point in P and an edge pq for any
two points p and q in P that can see each other, that is, the line segment pq that connects p
and q does not intersect any obstacle in C. An obstacle representation of a graph G consists
of a set C of obstacles in the plane and a mapping of the vertices of G to a set P of points
such that G = GC(P ). Drawing the edges of the visibility graph as straight-line segments
allows us to differentiate between two types of obstacles: outside obstacles lie in the outer
face of the drawing, and inside obstacles lie in the complement of the outer face; see Fig. 1.

Every graph trivially admits an obstacle representation: take an arbitrary drawing and
“fill” each face with an obstacle. However, this can lead to a large number of obstacles. Hence,
it makes sense to consider the optimization problem of finding an obstacle representation

Figure 1 Two representations of C6: with an inside obstacle (left) and an outside obstacle (right).
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Figure 2 The wheel graph W6 admits an outside-obstacle representation – but not a convex one
(see full version [6]). Non-edges are dashed.

with the minimum number of obstacles. For a graph G, the obstacle number obs(G) is the
smallest number of obstacles that suffice to represent G as a visibility graph.

In this paper, we focus on outside-obstacle representations, that is, obstacle representations
with a single outside obstacle and without any inside obstacles. For such a representation,
it suffices to specify the position of the vertices. The outside obstacle is simply the whole
outer face of the straight-line drawing of the graph. We also consider three special types:
In a convex outside-obstacle representation, the vertices must be in convex position; in a
circular outside-obstacle representation, the vertices must lie on a circle; and in a regular
outside-obstacle representation, the vertices must form a regular n-gon.

In general, the class of graphs representable by outside obstacles is not closed under
taking subgraphs, but the situation is different for graphs admitting an outside-obstacle
representation that is reducible, meaning that all of its edges are incident to the outer face:

I Observation 1. If a graph G admits a reducible outside-obstacle representation, then every
subgraph of G also admits such a representation.

Previous Work. The notion of the obstacle number of a graph has been introduced by Alpert
et al. [1]. They also introduced inside-obstacle representations, i.e., representations without
an outside-obstacle. They characterized the class of graphs that have an inside-obstacle
representation with a single convex obstacle and showed that every outerplanar graph has
an outside-obstacle representation. They showed, for any m ≤ n, that obs(K∗m,n) ≤ 2, where
K∗m,n with m ≤ n is the complete bipartite graph minus a matching of size m. They also
proved that obs(K∗5,7) = 2. Pach and Sarıöz [10] showed that obs(K∗5,5) = 2. More recently,
Berman et al. [3] suggested some necessary conditions for a graph to have obstacle number 1,
which they used to find a planar 10-vertex graph that has no 1-obstacle representation.

Obviously, any n-vertex graph has obstacle number O(n2). Balko et al. [2] improved this
to O(n logn). For the lower bound, Dujmović and Morin [5] showed that there are n-vertex
graphs whose obstacle number is Ω(n/(log logn)2), improving on previous results [1, 8, 9].

Chaplick et al. [4] proved that the class of graphs with an inside-obstacle representation is
incomparable with the class of graphs with an outside-obstacle representation. They showed
that any graph with at most seven vertices has an outside-obstacle representation, which
does not hold for a specific graph with eight vertices.

Our Contribution. We first establish two combinatorial conditions for convex outside-
obstacle representations (see Section 2) that we later use to establish our main results. In
particular, we introduce a necessary condition that can be used to show that a given graph
does not admit a convex representation as, e.g., the graph in Fig. 2. We construct regular
reducible outside-obstacle representations for outerpaths, grids, and cacti; see Section 3.
Finally, we strengthen the result of Alpert et al. [1] about outside-obstacle representations of
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outerplanar graphs by showing that every (partial) 2-tree admits a reducible outside-obstacle
representation with all vertices on the outer face; see Section 4. We remark that outerplanar
graphs and series-parallel graphs are partial 2-trees.

2 Conditions for Convex Outside-Obstacle Representations

We start with a sufficient condition. Suppose that we have a convex outside-obstacle
representation of a graph G. Let σ be the clockwise circular order of the vertices of G along
the convex hull. If all neighbors of a vertex v of G are consecutive in σ, we say that v has
the consecutive-neighbors property, which implies that all non-edges incident to v trivially
intersect the outer face in the immediate vicinity of v; see Fig. 3a.

I Lemma 2 (Consecutive-neighbors property). For a graph G, a circular vertex order σ admits
a convex outside-obstacle representation if a subset of V (G) that covers all non-edges has the
consecutive-neighbors property.

v v′

x y

g(a) (b)
v

ē

[v′, y][x, v]

Figure 3 (a) Vertex v has the consecutive-neighbors property; (b) gap g is a candidate gap for ē.

Next, we derive a necessary condition. For any two consecutive vertices v and v′ on the
convex hull that are not adjacent in G, we say that the line segment g = vv′ is a gap. Then
the gap region of g is the inner face of G+ vv′ incident to g; see the gray region in Fig. 3b.
(We consider the gap region open, but add to it the relative interior of the line segment vv′,
so that the non-edge vv′ actually intersects its own gap region.) Observe that each non-edge
ē = xy that intersects the outer face has to intersect some gap region in an outside-obstacle
representation. For vertices a and b, the set [a, b] ⊆ V (G) consists of a and b and all vertices
that succeed a and precede b in σ. Suppose that g lies between x and y with respect to σ,
that is, [v, v′] ⊆ [x, y]. We say that g is a candidate gap for ē if there is no edge that connects
a vertex in [x, v] and a vertex in [v′, y]. (Otherwise ē cannot intersect the gap region of g.)

I Lemma 3 (Gap condition). For a graph G, a circular vertex order σ admits a convex
outside-obstacle representation only if there exists a candidate gap for each non-edge of G.

It remains an open problem whether the gap condition is also sufficient. We can use the
gap condition for no-certificates. To this end, we derived a SAT formula from the following
expression, which checks the gap condition for every non-edge of a graph G:

∧

xy /∈E(G)


 ∨

v∈[x,y)


 ∧

u∈[x,v],w∈(v,y]

uw /∈ E(G)


 ∨

∨

v∈[y,x)


 ∧

u∈[y,v],w∈(v,x]

uw /∈ E(G)







We have used this formula to test whether all small cubic graphs (with up to 16 vertices)
admit convex outside-obstacle representations. The only counterexample we found was the
Petersen graph. The so-called Blanusa snarks, the Pappus graph, the dodecahedron, and the
generalized Peterson graph G(11, 2) satisfy the gap condition. The latter three graphs do
admit convex outside-obstacle representations [7]. This motivates the following conjecture.
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Figure 4 Constructing a reducible regular outside-obstacle representation of a cactus.

I Conjecture 4. Every connected cubic graph except the Peterson graph admits a convex
outside-obstacle representation.

The smallest graph (and only graph with six vertices) that does not satisfy the gap
condition is the wheel graph W6 with six vertices (see the full version [6]). Obviously, W6
does not admit a convex outside-obstacle representation, but it does admit a (non-convex)
outside-obstacle representation; see Fig. 2.

3 Regular Outside-Obstacle Representations

In this section, we show that some graph classes admit regular outside-obstacle representations.
A cactus is a connected graph where every edge is contained in at most one simple cycle. An
outerpath is an outerplanar graph that admits a drawing whose weak dual is a path. The
constructions for the following result are rather simple; see Figs. 4–6.

I Theorem 5. The following graphs have reducible regular outside-obstacle representations:
1. every cactus; 2. every grid; 3. every outerpath.

Proof sketch. We sketch our algorithms. For correctness and reducibility, see [6].
1. Let G be a cactus, and let T be the block-cut tree of G, which has a vertex for each

block (i.e., a biconnected component) and for each cut vertex. There is an edge in the
block-cut tree for each pair of a block and a cut vertex that belongs to it. We root T in
an arbitrary block vertex. We construct a drawing of G on a circle, starting with the root
block and then inserting the other blocks in the order of a BFS traversal of T ; see Fig. 4. We
insert the vertices of a block B as an interval between the cut vertex that connects B to its
parent in T and its clockwise successor in the circular order. The resulting drawing has the
consecutive-neighbors property. Hence, by Lemma 2, it is an outside-obstacle representation.

2. Given the graph Pk × P` of a square k × ` grid, we order the vertices of each copy of
the path Pk in a zig-zag mannar as shown in Fig. 5. We place the copies one after the other
around the circle such that the vertices of each copy form an interval.

3. Let G be an outerpath with n vertices. Since our representation will be reducible, we
can assume that G is a maximal outerpath, i.e., for any vertex pair {u, v}, G + uv is not
outerplanar. Let 〈v1, v2, . . . , vn〉 be a stacking order of G, that is, for each i ∈ {3, . . . , n}, the
graph Gi = G[v1, v2, . . . , vi] is a maximal outerpath. Vertex vj (3 < j < n) is incident to an
inner edge vivj . We place vj cyclically next to vi, avoiding the (empty) arc of the circle that
corresponds to the previous inner edge; see Fig. 6. J
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Figure 5 Constructing a reducible regular outside-obstacle representation of the grid P5�P3.
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Figure 6 A maximal outerpath and its reducible regular outside-obstacle representation with
inner edges (black), outer edges (blue), weak dual (green). Vertices are numbered in stacking order.

Our representations for cacti and outerpaths depend only on the vertex order rather than
the exact positions. Hence, for such graphs every cocircular point set is universal, i.e., every
set of n points on a circle can be used for the vertices of an outside-obstacle representation.

Every graph with up to six vertices – except for the graph in Fig. 2 – admits a regular
outside-obstacle representation [6]. The 8-vertex outerplanar graph in Fig. 7, however, does
not admit any regular outside-obstacle representation [6].

4 Outside-Obstacle Representations for Partial 2-Trees

The graph class of 2-trees is recursively defined as follows: K2 is a 2-tree. A graph obtained
from a 2-tree G by adding a new vertex x with exactly two neighbors u, v that are adjacent

wv

v
w

x

u

Figure 7 An outerplanar graph G′ and a circular outside-obstacle representation of G′. The
dashed red non-edge uv will stop intersecting the outer face of G′ if we move v towards the point x.
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Figure 8 Step (1) in the proof of Theorem 6.

in G is a 2-tree. We say that x is stacked on the edge uv. The edges xu and xv are called
the parent edges of x. For the full proof of the following theorem, see [6].

I Theorem 6. Every 2-tree admits a reducible outside-obstacle representation with all vertices
on the outer face.

Proof sketch. Every 2-tree T can be constructed through the following iterative procedure:
(1) We start with one edge, called the base edge and mark its vertices as inactive. We stack
any number of vertices onto the base edge and mark them as active. During the entire
procedure, every present vertex is marked either as active or inactive. Moreover, once a
vertex is inactive, it remains inactive for the remainder of the construction. (2) We pick one
active vertex v and stack any number of vertices onto each of its two parent edges. All the
new vertices are marked as active and v is marked as inactive. (3) If there are active vertices
remaining, repeat step (2). We construct a drawing of T by geometrically implementing this
iterative procedure, so that after every step of the algorithm the present part of the graph is
realized as a straight-line drawing satisfying the following invariants:

(i) Each vertex v not incident to the base edge is associated with an open circular arc Cv

that lies completely in the outer face and whose endpoints belong to the two parent
edges of v. Moreover, v is located at the center of Cv and the parent edges of v are
below v.

(ii) Each non-edge passes through the circular arc of at least one of its incident vertices.
(iii) For each active vertex v, the region Rv enclosed by Cv and the two parent edges of v

is empty, meaning that Rv is not intersected by any edges, vertices, or circular arcs.
(iv) Every vertex is incident to the outer face.

It is easy to see that once the procedure terminates with a drawing that satisfies invariants
(i)–(iv), we have indeed obtained the desired representation (in particular, the combination
of invariants (i) and (ii) implies that each non-edge passes through the outer face).

Construction. To carry out step (1), we draw the base edge horizontally and place the
stacked vertices on a common horizontal line above the base edge, see Fig. 8. Circular arcs
that satisfy the invariants are now easy to define. Suppose we have obtained a drawing Γ of
the graph obtained after step (1) and some number of iterations of step (2) such that Γ is
equipped with a set of circular arcs satisfying the invariants (i)–(iv). We describe how to
carry out another iteration of step (2) while maintaining the invariants. Let v be an active
vertex. By invariant (i), both parent edges of v are below v. Let e` and er be the left and
right parent edge, respectively. Let `1, `2, . . . , `i and r1, r2, . . . , rj be the vertices stacked
onto e` and er, respectively. We refer to `1, `2, . . . , `i and r1, r2, . . . , rj as the new vertices;
the vertices of Γ are called old. We place all the new vertices on a common horizontal line h
that intersects Rv above v, see Fig. 9. The vertices `1, `2, . . . , `i are placed inside Rv, to the
right of the line e` extending e`. Symmetrically, r1, r2, . . . , rj are placed inside Rv, to the
left of the line er extending er. We place `1, `2, . . . , `i close enough to e` and r1, r2, . . . , rj
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Figure 9 Step (2) in the proof of Theorem 6. The shaded areas do not contain any vertices.

close enough to er such that the following properties are satisfied: (a) None of the parent
edges of the new vertices intersect Cv. (b) For each new vertex, the unbounded open cone
obtained by extending its parent edges to the bottom does not contain any vertices.

Each of the old vertices retains its circular arc from Γ. By invariants (i) and (iii) for Γ, it
is easy to define circular arcs for the new vertices that satisfy invariant (i). Using invariants
(i)–(iv) for Γ and properties (a) and (b), it can be shown that all invariants are satisfied. J

5 Open Problems

(1) What is the complexity of deciding whether a given graph admits an outside-obstacle
representation? (2) Does every graph that admits a circular vertex order satisfying the gap
condition admit a convex outside-obstacle representation? (3) Does every graph that admits
a convex outside-obstacle representation also admit a circular outside-obstacle representation?
(4) Does every outerplanar graph admit a (reducible) convex outside-obstacle representation?
(5) Which other classes of graphs admit regular or circular outside-obstacle representations?
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Abstract
Given a spatio-temporal point set P = {p1, p2, . . . , pn} ⊂ Rd with timestamps t1 < t2 < · · · < tn, we
want to compute T , the set of all distinct Delaunay d-simplices over all Delaunay triangulations of
contiguous subsequences {pi, pi+1, . . . , pj} of P . We extend the output-sensitive approach of [5] into
arbitrary dimensions, improve its runtime to O(|T |), and introduce various other improvements.

1 Introduction

The Delaunay triangulation and many of its subcomplexes, such as α-shapes [4], are valuable
tools to study point set data. If points are associated with timestamps t1 < t2 < · · · < tn,
considering points with contiguous subsequences of timestamps (ti, ti+1, . . . , tj) can provide
additional insight [2]. For example, one can visualize the shape of storm events within a
certain time window [3], or reconstruct animated meshes from a series of time-deforming
point clouds [1, 6]. For this we need not only the Delaunay d-simplices of the full point set,
but also those of all time windows within the point set. We call the set of these d-simplices T
and present an algorithm to compute T in optimal time O(|T |).

This result might be surprising since we implicitly compute the Delaunay triangulation
in linear time when |T | is O(n), but this can only happen in special cases. Intuitively, |T | can
only be O(n) if the spatial order and temporal order of the points are strongly correlated.

We extend the hole triangulation framework of [5], which computes T , into arbitrary
dimensions. For this purpose we maintain for every hole triangulation the star of the point
whose removal is represented by that hole triangulation. Together with a series of pointers,
this allows accomplishing faster point location, resulting in an overall output-sensitive linear
runtime of O(|T |). A sample implementation of our algorithm is available on GitHub [7].

We go over notation and prior work in Section 2, and we present new work in Section 3.

2 Preliminaries

We are given a point set P = {p1, p2, . . . , pn} ⊂ Rd in general position with timestamps
t1 < t2 < · · · < tn. We consider the d-dimensional Delaunay triangulation DT (P ), i.e.
that (unique) subdivision of the convex hull of P which consists only of d-simplices whose
open circumhyperspheres contain no points from P in their interior. We will call the set
{pi, pi+1, . . . , pj} Pi,j , and we will say Ti,j for its Delaunay triangulation. The dimension d
is arbitrary but fixed, so we will use the term triangulation to refer to the d-dimensional
Delaunay triangulation. We refer to open circumhyperspheres as circumspheres, to Delaunay
d-simplices as simplices, and to (d − 1)-simplices as faces. We denote by T the set of all
Delaunay d-simplices occurring over all contiguous subsequences Pi,j . The set of simplices
incident to some point pi is called the star of pi. The faces of simplices in the star which
are not incident to pi are called the link of pi.
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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p1 p1

p7 p7

p1

p7

Figure 1 The data structures in our algorithm. The link of p1 in T1,7 is highlighted in green.
The link faces are shared between the full triangulation T1,7, the hole triangulation H2,7, and the
star star1,7. Left: T1,7, the incremental construction of DT (P ) after inserting p7. Middle: The
hole triangulation H2,7, which contains the simplices of T2,7 with p1 in their circumspheres. The
position of p1 is shown only for reference. The contribution set C2,7 is the triangle highlighted in
red. Right: The corresponding star star1,7, containing the simplices incident to p1 in T1,7.

The hole triangulation framework was introduced in [5] compute T without asymptotic
overhead for structural changes. The idea is to execute an incremental construction (IC )
for T1,n, one for T2,n, . . . , and one for Tn−d+1,n. This process encounters the Delaunay
triangulation of every time window as an intermediate state of one of these ICs, so it finds
every Delaunay simplex of T . To avoid the overhead of computing simplices multiple times
in multiple triangulations of similar time windows, all ICs but the one for T1,n use the hole
triangulation data structure: Hi,j maintains the simplices of Ti,j which contain pi−1 in their
circumsphere, see Figure 1, left and middle. So Hi,j represents the difference from Ti−1,j to
Ti,j . Arrange these data structures into a matrix for visual aid:

T1,d T1,d+1 . . . . . . . . . T1,j . . . . . . T1,n

H2,d+1 . . . . . . . . . H2,j . . . . . . H2,n

...
Hi,i+d−1 . . . Hi,j . . . . . . Hi,n

...
Hn−d,n−1 Hn−d,n

Hn−d+1,n

A hole triangulation Hi,j−1 is only changed by the insertion of pj if pj is adjacent to
pi−1 in Ti−1,j . So updates to hole triangulations can be triggered by the discovery of new
edges, which avoids Θ(n2) checks for whether a hole triangulation needs to be updated.
Conceptually, the matrix is computed left to right, going top to bottom within each column.
The contribution set Ci,j are the simplices which appear first in Ti,j by this order. So the
simplices created by the insertion of pj into T1,j−1 or Hi,j−1 are C1,j or Ci,j , respectively.
Since structural changes correspond exactly to contribution sets and contribution sets exactly
partition T , structural changes have O(|T |) overall cost. However, point location still causes
logarithmic overhead per simplex. We improve that in Section 3.

3 Efficient Point Location

An important difference to the original hole triangulation framework [5] is how hole trian-
gulation updates are triggered. Originally, the hole triangulation update from Hi+1,j−1 to
Hi+1,j could be executed immediately upon finding finding the edge {pi, pj}. In Section 3.1
we will see that now all simplices incident to both pi and pj in Ti,j are necessary for this
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update because we maintain the star of pi as an auxiliary data structure for Hi+1,j .
So, upon finding the edge {pi, pj}, we wait for all new simplices of the star to be found and

then we update the star stari,j−1 to stari,j . We update the hole triangulation Hi+1,j−1 to
Hi+1,j immediately after this star update. This way, the star update provides all information
about how the link changes for the hole triangulation update.

The new star simplices can come from more than one contribution set, so the update
from Hi,j−1 to Hi,j depends on one or more contribution sets Ci′,j with i′ < i. These
dependencies impose a partial order on the order in which hole triangulations are updated
within each matrix column, implicitly forming a dependency graph. This graph is a directed
acyclic graph (DAG) since all its edges go towards higher indices. All updates (transitively)
depend on the insertion of pj into T1,j−1 and there are no cyclic dependencies, so the
algorithm can proceed as follows. We compute the incremental construction step by step
(T1,d, T1,d+1 . . . , T1,n). After every step, a cascade of star and hole triangulation updates
is triggered in which each update is computed once all its predecessors in the DAG have
been computed. Note that, depending on the structure of the DAG, there may actually be
multiple valid computation orders within a column.

3.1 Stars for Point Location in Hole Triangulations
Before inserting pj into Hi+1,j−1, we need to locate pj in Hi+1,j−1. For this purpose we
maintain the closed star of point pi w.r.t. Ti,j as stari,j . It is that subcomplex of Ti,j

which contains the simplices which are incident to pi, and their faces. Similar to how Hi+1,j

is the difference from Ti,j to Ti+1,j , stari,j is the difference from Ti+1,j to Ti,j . The link
of pi (w.r.t. Ti,j) exists in the hole triangulation Hi+1,j and in the star stari,j , as shown
by the green highlights in Figure 1. Since we do not maintain Ti,j explicitly for i > 1, the
simplices incident to pi in Ti,j are distributed across T1,j and H2,j , H3,j , . . . ,Hi,j . We store
a copy of these simplices in stari,j so they can be traversed efficiently. Every copy gets an
original-pointer to its original instance in the IC or in some hole triangulation.

Observe that every Delaunay face can be uniquely associated with the first Ti,j in which
it is a Delaunay face. For example, the link faces in the hole triangulation H2,7 in Figure 1,
middle, first exist in T1,7, and the interior faces first exist in T2,7. We can follow how faces
are propagated through the incremental construction, hole triangulations and stars:
I Lemma 3.1. Every instance of a face created from a d-subset of points F ⊆ P in the
algorithm is either the first time a face is created from F , or a copy of an existing instance
of f . This allows matching up simplices from different data structures which share a face.
Proof. Faces created in the incremental construction are always the first instance. Faces
in stars are copied from the IC and hole triangulations. Link faces in hole triangulations
are copied from the corresponding stars. Every other face in a hole triangulation Hi,j

triangulates the interior of the link of pi−1. Such a face f cannot exist in earlier triangulations
because any hypersphere passing through all points of f must contain pi−1, or the point
which forms the coface of f on the side of f opposite pi−1 in Hi,j , or both. So f is the first
instance of that face.

We create an attribute object O with every newly created face. Every time we create a
copy of that face, we store a reference to O with the new copy. Any two simplices created
in different data structures (for example the IC and a hole triangulation) that have a face
defined by the same d points can then be matched up by registering with that face’s O. J

When inserting point pj into stari,j−1, we wait for all new simplices (they originate in
T1,j and H2,j , H3,j , . . . ,Hi,j) to be available before executing the update. We can recognize
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that all new simplices have been found once both cofaces of all new faces incident to both
pi and pj are available. We then use Lemma 3.1 to sew copies of these new simplices into
the existing star. So stars can be updated in overall O(|T |) time simply by copying new
simplices and setting some pointers.

After the star stari,j−1 is updated to stari,j with the insertion of pj , we update its
corresponding hole triangulation Hi+1,j−1 to Hi+1,j . The star update reveals exactly how
the link changes. By exploring the old hole triangulation from where the link changes, we
can find all simplices of Hi+1,j−1 which need to be destroyed in overall O(|T |) time. We can
then compute the new simplices similar to how a regular IC would, and set link-pointers
between matching instances of link faces in stari,j and Hi+1,j . To ensure that the hole
triangulation stays restricted to the interior of the new link, we must pay special attention
when creating new simplices between pj and ex-link faces, i.e. those faces that were part of
the link until this update but are no longer part of the link after this update. If pi and pj

are on the same side of the supporting hyperplane of an ex-link face f , we must not create a
simplex between pj and f because f is now outside the link. We create a simplex between pj

and all other ex-link faces if their existing coface inside the link in Hi+1,j−1 is not destroyed.
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pi−1

pj

pi−1

pj

sb sc
sd

se

sf
sg

sa
1

2

link3

4

Figure 2 Point location process for the IC finding a simplex destroyed by pj in stari−1,j−1 (right),
based on a destroyed simplex in the corresponding hole triangulation Hi,j−1 (left). The link is
highlighted in green. The positions of pj , and pi−1 in the hole triangulation, are shown only
for reference. We proceed in four steps. 1: Given an initial simplex curr = s3 with pj in its
circumsphere, we explore simplices destroyed by pj in Hi,j−1; we find s3, s4 and s5. 2: We consider
all link faces which have one of these simplices as a coface. 3: For each such link face, we follow its
link-pointer into the star. 4: We test whether its coface contains pj in its circumsphere. Here, only
the link face of s4 leads to a destroyed star simplex, sf .

3.2 Point Location in the Incremental Construction
In Section 3.1 we presented stars to facilitate point location in hole triangulations in overall
O(|T |) time. Now we will explain how to use stars and the pointers introduced in Section 3.1
to also accomplish point location in the IC in overall O(|T |) time.

Accomplishing point location this fast using only the IC data structure seems unlikely
because |T | can be as small as O(n). Our approach exploits that pj is inserted not only into
T1,j−1, but also into some hole triangulations and stars. The order of these insertions follows
the DAG underlying the computation order. Before computing the updates in column j, we
will trace back a path to the root of the DAG of column j, T1,j−1 (i.e. the IC), locating
pj in every data structure we visit. To navigate between these data structures, we can use
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original-pointers to get from star simplices to their original instances in hole triangulations
or in the IC, and we can use link-pointers to jump from the link of hole triangulations to
the link of their corresponding stars.

More specifically, given a simplex s with pj in its circumsphere in some star, we follow its
original-pointer to, say, curr. If curr is part of the IC, we have successfully found a simplex
with pj in its circumsphere in the IC. Otherwise, curr is part of some hole triangulation,
and we need to find another simplex s with pj in its circumsphere in the corresponding
star. Figure 2 shows how, given a simplex curr with pj in its circumsphere in some hole
triangulation, we are able to find a destroyed simplex in the corresponding star. We iterate
this process of finding a destroyed simplex s in the star and following its original-pointer
until that pointer goes into the IC.

By following only original-pointers of simplices with pj in their circumsphere, we ensure
that we only visit data structures pj will later be inserted into. We only explore simplices
that will be destroyed by pj , so the total cost of these explorations is bounded by the
structural changes of inserting pj , i.e. O(|T |) overall.

3.3 Putting it all together
In contrast to [5], our approach computes the IC in its natural order, so our algorithm can
actually be executed in an online manner if points arrive in their temporal order.

I Theorem 3.2. There exists an algorithm to compute the set T of all Delaunay d-simplices
over all contiguous subsequences of a set of timestamped points in Rd in output-sensitive
linear time O(|T |) for arbitrary fixed d. This algorithm can be executed in an online manner.

As a result of Lemma 3.1, we can also construct a simplicial complex representing any Ti,j

in linear time given the Delaunay simplices of the time window [i, j]. Any rectangle stabbing
data structure can identify these simplices using the lifetime attributes computed for every
simplex by the hole triangulation framework, as explained in Section 3.6 of [5].

3.4 Experimental Results
We benchmarked a prototypical Java implementation [7] of our enumeration algorithm in
one to six dimensions on an Intel® Xeon® E5-2650 v4 CPU, see Figure 3. The results
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Figure 3 Benchmarking time per simplex creation. Left: 1 · 104, 2 · 104, . . . , 100 · 104 2D points
sampled u.a.r. from the unit square, and 1 ·103, 2 ·103, . . . , 60 ·103 2D points drawn from the normal
parabola y = x2. Middle: 5 · 103, 10 · 103, . . . , 200 · 103 3D points sampled u.a.r. from the unit
cube, and 1 · 102, 2 · 102, . . . , 80 · 102 3D points sampled from the moment curve x(t) = (t, t2, t3)T .
Right: Points drawn u.a.r. from the unit hypercube in one to six dimensions, enough to get 250
million simplices each.
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show that our algorithm is practical, and even our simple implementation creates well over
150,000 tetrahedrons per second. In the left and middle diagram, we draw points from the
unit square/cube and the moment curve, resulting in |T | ∈ O(n logn) and |T | ∈ Ω(n2),
respectively. Time per simplex creation is indeed constant. On the right, we can see the
runtime grow exponentially with increasing dimension, but it is still linear for fixed d.

4 Outlook

We have presented an algorithm to compute all Delaunay simplices over all contiguous
subsequences of a point set in arbitrary dimension in output-sensitive linear time. We
showed how to efficiently construct Delaunay triangulations of arbitrary time windows from
the algorithm output. Experimental results showed practicality and indeed linear runtime.

Our enumeration algorithm can serve as a basis for constructing data structures allowing
efficient retrieval of time-windowed Delaunay triangulations or their subcomplexes. We look
forward to seeing its uses for fast interactive visualization of spatio-temporal data. It would
also be interesting to see for which other subcomplexes of the Delaunay triangulation all
elements over all contiguous subsequences can be computed in an equally efficient manner.
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Abstract
Given a set of n sites from Rd, each having some positive weight factor, the Multiplicative Weighted
Voronoi Diagram is a subdivision of space that associates each cell to the site whose weighted
Euclidean distance is minimal for its points.

We give an approximation algorithm that outputs a subdivision such that the weighted distance
of a point with respect to the associated site is at most (1+ε) times the minimum weighted distance,
for any fixed parameter ε ∈ (0, 1). The diagram size is O(n log(1/ε)/εd−1) and the construction
time is within a factor O(1/ε(d+1)d + log(n)/εd+2) of the output size. As a by-product, we obtain
O(log(n/ε)) point-location query time in the subdivision.

The key ingredients of the proposed method are the study of convex regions that we call cores,
an adaptive refinement algorithm to obtain small output size, and a combination of Semi-Separated
Pair Decomposition (SSPD) and conic space partitions to obtain efficient runtime.

Related Version https://arxiv.org/abs/2112.12350

1 Introduction

Let {s1, . . . , sn} be a set of n sites in Euclidean space Rd, where d is a constant. Let wi > 0
be the weight of si. The weighted Euclidean distance from any point p to si is given by the
formula di(p) = ‖p − si‖/wi. For a point q ∈ Rd, a site si that minimizes di(q) is called a
weighted nearest-neighbor of q. A Multiplicative Weighted Voronoi Diagram (MWVD) is a
subdivision of space that associates each cell to the site that is weighted nearest-neighbor
for all points in that cell. The Voronoi region of a site is the union of all cells that are
associated to the site. See also [2, Chapter 7.4.2].

We give an ε-approximation algorithm that computes a subdivision of Rd into cells. Each
cell is associated with one site that is a weighted nearest-neighbor for all points in it, up to a
factor of (1+ε), where ε ∈ (0, 1/26]. Each cell is a d-cube or the set difference of two d-cubes.
As a by-product of the construction, we get a d-dimensional compressed QuadTree that can
answer approximate nearest-neighbor queries using point-location in O(log(n/ε)) time1.

Our algorithm assembles the diagram based on cores – see Section 2. To guarantee small
output size, we propose an Adaptive Refinement algorithm that ε-approximates each core
with a set of d-cubes. Its runtime is proportional to the number of output cubes, multiplied
by a factor that is polynomial in the number of balls that define the core (see Section 3).
Our final bound improves on the state-of-the-art for ε-AVD size (see Table 1) and is within
a O(log 1/ε)-factor of the best known Ω(1/εd−1) lower bound [1].

1 We assume d is a small constant and the O-notation hides constant factors that are exponential in d.
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In Section 4, we show that it is possible to ε-approximate each core with O(1/ε)d+1

balls. Moreover, we give an efficient algorithm that computes the ε-approximations of all
cores in O(n log(n)/ε2d+1) time. The method uses a Semi-Separated Pair Decomposition of
the input sites and conic subdivisions of Rd.

Diagram Technique Size Runtime (factor over size)

ε-AVD Triangle ineq., PLEB [4] O
(

n
log n

εd
log n

ε

)
×O

(
log n

ε

)

ε-AVD Triangle ineq., ε-PLSB [7] O
(

n
1
εd

)
×O

(
log2 n

ε

)

ε-AVD Triangle ineq., 8-WSPD [1] O
(

n
1
εd

)
×O

(
log n

ε

)

ε-AMWVD Clustering, Sketches [6] O
(

n

(
logd+2(n)

ε2d+2 + 1
εd(d+1)

))

ε-AMWVD Cores, Adaptive Refinement,
(1 + 32

ε
)-SSPD, Cones O

(
n

log 1/ε

εd−1

)
×O

(
1

εd(d+1) + log n

εd+2
1

log 1/ε

)

Table 1 Overview of constructions of ε-AVDs and the proposed method for ε-AMWVDs. All
methods, including the proposed, have O(log n

ε
) point-location query time. Note that ε-AMWVDs

are more general than the unweighted ε-AVDs, that have size Ω(n/εd−1). The runtime for the
ε-AMWVD in [6] is O

(
n log2d+3(n)/ε2d+2 + n/εd(d+1)).

2 Preliminaries: Voronoi Maps, Apollonian Balls, and the Core

Mapping ` : Rd → {1, . . . , n} is called a Voronoi Map, if ‖p−s`(p)‖/w`(p) ≤ mini ‖p− si‖/wi,
for all points p ∈ Rd. The site with index `(p) is called a weighted nearest-neighbor of point p.
We call a subdivision of Rd a MWVD if every cell in the subdivision is associated to one of
the input sites, and mapping the points in a cell to the associated site is a Voronoi Map.

For the MWVD, the cell boundaries occur where the weighted distance to two or more
sites are equal. For d = 2, cell boundaries occur along an Apollonian circle. For general d, we
define the Apollonian sphere between si and sj to be {p ∈ Rd : ||p− si||/wi = ||p− sj ||/wj}.

A subdivision of Rd is an ε-AMWVD if every cell in the subdivision is associated to one
of the input sites, and ‖p− s`(p)‖/w`(p) ≤ (1 + ε) ·mini ‖p− si‖/wi, where `(p) is the index
of the input site associated to the region in the subdivision containing the point p.

Figure 1 The top shows an example of a MWVD of five sites. The bottom shows an εS-AMWVD
of the same instance obtained from cores with εS = 0.01.

Our approach is to use canonical cubes, or the set difference between two canonical cubes,
as the cells in our ε-AWMVD. A canonical cube in Rd has the form [2kx1, 2k(x1 + 1)]× . . .×
[2kxd, 2k(xd + 1)] for integers k, x1, . . . , xd. Recall that for the exact MWVD, the region
boundaries are Apollonian spheres. If wj = wi, the Apollonian sphere becomes a (d − 1)-
dimensional hyperplane. We introduce a constant εS ∈ (0, ε), and we εS-approximate the
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(d−1)-dimensional hyperplane with a sphere, to make it easier to approximate with canonical
cubes. Sort the sites by weight, so that w1 ≤ . . . ≤ wn. Then for all i < j, define

ball(i, j) = ball(si, sj , γi,j) =
{
p ∈ Rd : ‖p− si‖ ≤ γij · ‖p− sj‖

}
(1)

where γij = max(wj/wi, 1 + εS). Since γij ≥ 1 + εS , ball(i, j) is not a hyperplane. Note
that the arrangement of ball(i, j) for i < j forms an εS-AMWVD. Next, we define the core.
We denote the set of balls of site si with any other partner site sj of higher weight by Bi :={

(i, j) : i < j
}
. For a subset A ⊆ Bi, define the convex region core(A) := ∩(i,j)∈Aball(i, j).

We define t∗(si, sj , γij) to be the closest distance from si to a point on the surface of
ball(i, j), and t†(si, sj , γij) to be the furthest distance from si to a point on the surface of
ball(i, j). The formulas for each of these values are

t∗ij = t∗(si, sj , γij) = ‖sj − si‖/(γij + 1) (2)
t†ij = t†(si, sj , γij) = ‖sj − si‖/(γij − 1) . (3)

3 Basic AMWVD in Rd using
(

n
2

)
bisectors

For a convex region R, and point s in its interior, we define an εA-approximation of (R, s).
Intuitively, an εA-approximation of (R, s) is a set of canonical cubes whose union covers
R, but is not too much larger than R, where all distances are measured from the point s.
See Figure 2. Formally, we define a set of interior disjoint canonical cubes L to be an εA-
approximation of (R, s) if for any point p in Rd, p is in the union of L if and only if either p
is in R, or the canonical cube of L containing p intersects the boundary of R and has side
length at most εA times the distance between p and s.

R

s

p

Figure 2 A convex region R, a point in its interior s, and an εA-approximation of (R, s).

With this definition of an εA-approximation in mind, we now state a recursive, adaptive
refinement algorithm for computing the set of canonical cubes L. Our algorithm starts with
a canonical cube that completely contains our convex region R. We then recursively split the
canonical cube into 2d cubes, until it satisfies one of the three following halting conditions:

Halting condition 1: The canonical cube is entirely inside R.
Halting condition 2: The canonical cube is entirely outside R.
Halting condition 3: The canonical cube intersects the boundary of R, and has side
length at most εA times its distance to s.

If the canonical cube halts on condition 2, we discard the cube. Otherwise, if the canon-
ical cube halts on condition 1 or 3, we add the cube to L. This completes the construction.

EuroCG’22
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I Theorem 1. Let R be a convex region that is the intersection of k balls in Rd. Let s be
a point in the interior of R. Then one can construct a set of canonical cubes L in time
O(|L| · kd) so that L is an εA-approximation of (R, s).

Next, we apply Theorem 1 to construct a cube-based εA-approximation of (core(Bi), si).
Recall from Section 2 that core(Bi) is the intersection of ball(i, j) for j > i.

I Theorem 2. One can construct an εA-approximation of (core(Bi), si) that has total size
O(log(1/εS)/εd−1

A ). The construction time is O(|Bi|d) times the output size.

Finally, we combine the εA-approximations of each of the regions core(Bi) to construct
an ε-AMWVD, where ε = (1 + εS)(1 + εA) − 1. For each 1 ≤ i < n, we construct the
εA-approximate cubes for (core(Bi), si) using Theorem 2. Each cube in the εA-approxima-
tion of (core(Bi), si) is given the label i. We collect all cubes for labels 1 ≤ i < n in this
way. For i = n, we construct a canonical cube that contains all other canonical cubes for
1 ≤ i < n, and give this canonical cube the label n. We construct a compressed QuadTree
from this set of canonical cubes. Sort the canonical cubes by their z-order. Iterate over the
sorted list, and remove duplicate cubes by retaining only the cube with the minimum label.
Construct a compressed QuadTree from the set of canonical cubes, via Lemma 2.11 in [5].
The compressed QuadTree induces a subdivision of Rd, where each cell in the subdivision
is either a canonical cube, or the set difference between two canonical cubes. We label all
cells in the compressed QuadTree. Cubes in the sorted list have their initial label, and the
root has initial label n. Starting at the root, if a child is unlabeled, or the child has larger
label than its parent, then the child replaces its label with its parent’s label. We repeat this
process for all nodes in the compressed QuadTree, in a top-down fashion. This completes
the construction of the AMWVD.

I Theorem 3. Given εS , εA > 0 and a set of balls Bi for each i < n, one can compute an
ε-AMVWD, where ε = (1 + εS)(1 + εA)− 1, with total size O

(
n log 1/εS

εd−1
A

)
. The construction

time is O
(

1
n

∑
i |Bi|d + log n log 1/εS

εA

)
times the output size. The point-location query time

in the ε-AMWVD is O
(

log n log 1/εS

εA

)
.

The proofs of Theorems 1, 2 and 3 can be found in the full version of the paper [3].

4 Reducing the number of balls to O(1/εd+1)

Let α-ball(i, j) denote the enlarged ball obtained by setting the effective weight wj/αwi in
the Apollonian bisector, i.e. α-ball(i, j) = ball(si, sj , γij/α). For α ≥ 1, we define a relation
between every two subsets X,Y ⊆ Bi as

X ≺α Y ⇐⇒ ∀ (i, k) ∈ Y : core(X) ⊆ α-ball(i, k) ,

and say for such a pair that X is an α-cover of Y . Given a subset X ⊆ Bi, we call the
largest subset Y ⊆ Bi with X ≺α Y the set of balls that are α-covered by X. Moreover, X
is called an α-cover if it covers all balls in Bi, i.e. X ≺α Bi, and we have

core(Bi) ⊆ core(X) ⊆ α-core(Bi) :=
⋂

(i,j)∈Bi

α-ball(i, j) . (4)

The goal of our algorithm is to compute a subset Ai ⊆ Bi, so that Ai is an α-cover of
Bi, and Ai has constant size. Let parameters β, σ, and εC be constants. We show how to
choose these constants in the full version of the paper [3].
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si
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Figure 3 The values t∗ij in [a, b] are partitioned by intervals I0, . . . , Im of length aεC/2.

Let P be a σ-Semi Separated Pair Decomposition (SSPD) of the input sites S. For a pair
(L,H) ∈ P, we call L the ‘light set’ and H the ‘heavy set’ if s` is the site with maximum
index in L, sh is the site with the maximum index in H, and ` < h.

A β-cone around si is an angular domain of the spherical coordinate system around si.
In each of the (d− 1)-dimensions in the spherical coordinate system, the angular domain is
partitioned into intervals of at most 2β radians. For each si, we assign each β-cone a unique
array index j, where j = O(1/βd−1). E.g. a rotation of at most β radians suffices to rotate
any site in the cone onto the cone’s central ray.

Our algorithm maintains the following data structure: for each site si ∈ S, and for each
β-cone around si with array index j, the data structure stores a set of partner sites Aij . Our
algorithm populates the data structure in three passes. In our first pass, for each (L,H) ∈ P,
we reduce the size of H to a subset H ′. In our second pass, we iterate over P to initialize
each of the sets Aij . Finally, the sets are populated in the third pass.

In our first pass, for each (L,H) ∈ P, we construct a subset H ′ of H. If the diameter
of H is at most the diameter L, we set H ′ := {}. If the diameter of H is larger than the
diameter of L, we construct H ′ as follows. Let s` ∈ L with ` maximal. For the jth cone
around s`, we let the sites of H contained in this cone be C`j . We use the following function:

SCAN -CONE -SITES(i, C, εC ):
Let C′ := ∅, a = min{t∗ij : sj ∈ C}, and b = min{t†ij : sj ∈ C}
Let Ik = (xk, xk+1], with length aεC/2 and x1 = a, cover [a, b].
Every interval Ik holds one pointer .
FOR sj ∈ C DO

Compute the index k with t∗ij ∈ Ik .
If diameter (t∗ij + t†ij) is smaller than that of Ik ’s reference ,

then set Ik ’s pointer on sj .
FOR interval Ik DO

Add the kept disc to result set C′.
return C′

See Figure 3 for an illustration of the intervals Ik. We set, for the jth cone, C ′`j =
SCAN-CONE-SITES(`, C`j , εC) and let H ′ = ∪jC ′`j . This completes the construction of H ′.

In our second pass, we initialize each cone of each site in our data structure to store an
interval [a, b]. We iterate over all pairs (L,H) ∈ P and all si ∈ L∪H, and store for jth cone
of si, variables a and b equal to the minimum values of t∗ik and t†ik respectively, where the
minimum is taken over all sites sk ∈ H ′ ∪ {s`, sh} that are in the jth cone of si and have
k > i. This gives us the interval [a, b]. After the pass over P is completed, we iterate over
each cone of each site and partition the interval [a, b] into disjoint intervals Ik = (xk, xk+1]

EuroCG’22
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Figure 4 Cases (HH), (LH), (HL), and (LL), for covering ball(i, j).

of length aεC/2 that cover [a, b], i.e. xk+1 − xk = aεC/2 and x1 = a.
In our third pass, we populate the sets Aij based on the intervals {Ik} of the jth cone

of si. We iterate over all pairs (L,H) ∈ P and maintain a reference from Ik to the site
that realized a minimum diameter. For si ∈ L ∪ H, and for the jth cone around si, we
let the sites sm ∈ H ′ ∪ {s`, sh} with m > i that are contained in this cone be Cij . For
each sm ∈ Cij , we locate the interval Ik of the cone that contains t∗im and compare the
diameter of ball(i,m) with the smallest diameter of Ik that we have encountered so far. If
the diameter of ball(i,m) is smaller, we set sm to be the site of Ik realizing the minimum
diameter. After the pass over all pairs is completed, for the jth cone of site si, and for all
intervals Ik, we add the site that realized the minimum diameter for Ik into the set Aij .
This completes our three passes that construct the cone sets. Finally, we set Ai = ∪jAij ,
and then apply Theorem 3 to the set of balls Ai. This gives us the following theorem.

I Theorem 4. Given n sites in Rd, each with a positive weight factor, one can compute an
ε-AMVWD with total size O

(
n log 1/ε
εd−1

)
. The construction time is O

(
1

εd(d+1) + logn
εd+2

1
log 1/ε

)

times the output size. The point location query time in the ε-AMWVD is O
(
log n

ε

)
.

To prove Theorem 4, we show that every (i, j) ∈ Bi \Ai is α-covered. The main idea is
to let (L,H) ∈ P be the separating pair for (i, j), and to consider the four possible cases of
(L,H) as shown in Figure 4. For the full proof see the full version of the paper [3].
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Abstract
We study the problem of computing the weighted center of cycle graphs whose vertices are weighted.
The distance from a vertex to a point of the graph is defined as the weight of the vertex times the
length of the shortest path between the vertex and the point. The weighted center of the graph is
a point of the graph such that the maximum distance of the vertices of the graph to the point is
minimum among all points of the graph. We present an O(n)-time algorithm for cycle graphs with
n vertices, which improves upon the best-known running time O(n log n).

1 Introduction

For a graph G = (V,E), the k centers of G consist of k points c1, . . . , ck of G lying on vertices
or edges such that the maximum distance of the vertices in V to their closest points in
{c1, . . . , ck} is minimum among all sets of k points of G.

Each edge e of G has length λ(e), and each vertex v of G is assigned a positive weight,
denoted by w(v). A graph is said to be unweighted if w(v) = 1 for all vertices, and it is
weighted otherwise. For any two points p and q of G, the length of the shortest path between
p and q is the sum of the lengths λ(e) of the edges e contained in the path. If p or q lies in
the interior of some edge e′, the portion of the path appearing in e′ has length proportional
to the ratio of the length of the portion to λ(e′). The (weighted) distance from a vertex
v ∈ V to a point p of G is defined as w(v) times the length of the shortest path between v
and p. For unweighted graphs where w(v) = 1 for all v ∈ V , the distance is simply the length
of the shortest path between v and p. There are two versions of the problem depending on
the locations of the centers. In the discrete version, the centers must be chosen from V , while
in the continuous version, the center can be placed anywhere in the graph, including edges.

There have been works on various types of graphs. Kariv and Hakimi [4] showed NP-
hardness of the continuous k-center problem for weighted graphs and gave anO(mknk lognα(n))-
time algorithm, where n and m are the numbers of vertices and edges, respectively, and
α(n) is the inverse Ackermann function. Frederickson [3] considered the k-center problem for
unweighted trees with n vertices, and gave an O(n)-time algorithm using O(n) space for both
discrete and continuous problems. The algorithm uses parametric search. For weighted trees
with n vertices, Wang and Zhang [8] gave an O(n logn)-time algorithm for both continuous

∗ This research was partly supported by the Institute of Information & communications Technology
Planning & Evaluation(IITP) grant funded by the Korea government(MSIT) (No. 2017-0-00905,
Software Star Lab (Optimal Data Structure and Algorithmic Applications in Dynamic Geometric
Environment)) and (No. 2019-0-01906, Artificial Intelligence Graduate School Program(POSTECH)).
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and discrete versions of the k-center problem. Bhattacharya et al. [2] gave an O(2k2
n)-time

algorithm for the continuous version of the problem. For weighted cactus graphs with n

vertices, Ben-Moshe et al. [1] gave an O(n log2 n)-time algorithm for the discrete version,
and an O(n2)-time algorithm for the continuous version.

For the case of computing one center for the discrete and continuous versions, Kariv and
Hakimi [4] gave an O(mn logn)-time algorithm on undirected weighted graphs, where n and
m are the numbers of vertices and edges of a graph, respectively. Megiddo [6] gave an O(n)-
time algorithm for weighted trees with n vertices. Lan et al. [5] gave an O(n)-time algorithm
on unweighted cactus graphs with n vertices. Ben-Moshe et al. [1] gave an O(n logn)-time
algorithm for weighted cactus graphs with n vertices. For weighted cycle graphs with n

vertices, the best known algorithm is given by Rayco et al. which runs in O(n logn) time [7].
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Figure 1 (a) A cycle graph with four vertices. (b) An embedding of the graph in (a) onto S.
The center of the graph is c∗ for w(vj) = 1 for all j = 1, . . . , 4. (c) The weighted center is c∗ when
w(v4) > w(vj) for all j = 1, 2, 3. (d) I2 = I2,1 ∩ I2,3 ∩ I2,4 for w(vj) = 1 for all j = 1, . . . , 4.

In this paper, we give an O(n)-time algorithm for the discrete and continuous weighted
center problem on cycle graphs with n vertices, which is optimal for the weighted center
problem of cycle graphs. Since the algorithm for the continuous version also works for the
discrete version with little modification, we focus on the algorithm for the continuous version.

2 Preliminaries

Observe that any cycle graph G can be embedded in a unit circle S ⊂ R2 such that each
vertex of G corresponds to a point in S, appearing in S in the order along G, and each
edge of G corresponds to a circular arc between two points of S corresponding to its end
vertices. The lengths of the circular arcs are proportional to the lengths of the edges in G.
See Figure 1 (a) and (b) for an illustration. For any three disjoint subsets S1, S2, S3 of S, we
use S1 ≺ S2 ≺ S3 if S1, S2, S3 appear in counterclockwise order along S.

We assume that the input graph G = (V,E) is embedded in a unit circle S. Let
v1, . . . , vn ∈ V be the vertices of G appearing in counterclockwise order on S. For any two
points x, y ∈ S, let `(x, y) denote the length of a shortest path between x and y in S. Let
wi = w(vi) denote the weight assigned to each vertex vi ∈ V . The distance of a vertex vi to
a point x ∈ S is defined as di(x) := wi · `(x, vi). Then, the weighted center problem finds
a point c∗ = arg minc∈S max1≤i≤n di(c) and a distance value r∗ = minc∈S max1≤i≤n di(c).
Figure 1 (b) and (c) show the weighted centers of a cycle graph.

Let Ii,j := {x | di(x) > dj(x)} ⊂ S. Clearly, Ii,i = ∅ and Ii,j is connected for any
i, j ∈ {1, . . . , n}. For a subset W ⊆ V , let IW

i := ∩vj∈W\{vi}Ii,j . We denote IV
i by Ii. See

Figure 1 (d) for an illustration.

I Lemma 2.1. The followings hold.
IW

i ⊆ IU
i if U ⊆W for any two subsets U and W of V .
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IW
i and IW

j are disjoint for any two distinct indices i, j ∈W ⊆ V .
IW

i is connected for any subset W ⊆ V .

Proof. For two subsets U and W with U ⊆W , IW
i = ∩vj∈W\{vi}Ii,j ⊆ ∩vj∈U\{vi}Ii,j = IU

i .
For any two distinct indices i, j ∈ W ⊆ V , IW

i ⊆ Ii,j and IW
j ⊆ Ij,i. Since Ii,j and Ij,i

are disjoint, IW
i and IW

j are disjoint.
Let W be any subset of V . If IW

i = ∅, it is connected. Assume IW
i 6= ∅. Since Ii,j is

connected, S \ Ii,j is also connected for any vj ∈W \ {vi}. Since di(vi) = 0, vi ∈ S \ Ii,j for
every vj ∈ W \ {vi}. So, S \ IW

i = ∪vj∈W\{vi}(S \ Ii,j) is connected, implying that IW
i is

also connected. J

For any two points x, y ∈ S, we denote by (x, y) the open interval from x to y in
counterclockwise order. We say a vertex vi is active in W ⊂ V if vi ∈W and IW

i 6= ∅.

I Lemma 2.2. If vi, vj , vk are active in W ⊂ V and vi ≺ vj ≺ vk, then IW
i ≺ IW

j ≺ IW
k .

Proof. Let vi, vj , vk be three active vertices in W satisfying vi ≺ vj ≺ vk. By Lemma 2.1,
each of IW

i , IW
j , IW

k is connected, and they are disjoint. Assume to the contrary that
IW

i ≺ IW
k ≺ IW

j . Let Ij,i = (lj , rj) and Ik,i = (lk, rk). For the subset U = {vi, vj , vk} ⊆W ,
IU

i , I
U
j , I

U
k are disjoint, and IW

i ⊆ IU
i , I

W
j ⊆ IU

j , I
W
k ⊆ IU

k by Lemma 2.1. Thus, IU
i ≺ IU

k ≺
IU

j . Moreover, vi ∈ Ij,i ∩ Ik,i. Thus lk, lj , vi, rk, rj appear in counterclockwise order along S.
See Figure 2. Observe that vk, vj ∈ IU

i since vi ≺ vj ≺ vk, vk /∈ Ik,i and vj /∈ Ij,i. By the
same argument, vi, vk ∈ IU

j . This contradicts that IU
i and IU

j are disjoint. J

IUi

(a) (b)

vi

vjvk

IUk IUj

lk

Ik,i Ij,i
rk

lj

rj

vi

vjvk

Figure 2 (a) IU
i ≺ IU

k ≺ IU
j . (b) lk, lj , vi, rk, rj are in counterclockwise order along S.

3 Algorithm

We present an algorithm for computing the weighted center of a cycle graph G = (V,E)
embedded in a unit circle S. Our algorithm works as follows. In the first step, it finds
the index i∗ = arg max di(x) for any fixed position x ∈ S, sets vi∗ to v1, and relabels all
vertices in counterclockwise order along S. Then v1 is active in the relabeled list V . In the
second step, it iterates over the vertices one by one in order from v1, and updates the list of
active vertices, sorted in increasing order of indices, at each iteration. After the iteration
finishes, it has the final list of active vertices. In the third step, it computes the intervals
Ii for each active vertex vi in V in counterclockwise order using the list of active vertices.
Then it finds the minimum of di(x) among points x in the closure of Ii for each active
vertex vi in constant time. So, this step takes O(n) time. In the fourth step, it returns the
point c∗ = arg minc∈S max1≤i≤n di(c), achieving the minimum among the minimum distance
values r∗ = minc∈S max1≤i≤n di(c) as the weighted center of G.
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We focus on the second step, the iteration part, of the algorithm for computing the list
of active vertices in O(n) time. Before describing the algorithm, we introduce some terms
and technical lemmas. We say a vertex vi is dominated by W ⊂ V if IW

i = ∅, and we denote
this by vi / W . If vi is not dominated by W , we denote this by vi 6W .

I Lemma 3.1. If vk, v` / {vi, vj} for i < k < ` < j, then vk / {vi, v`} or v` / {vk, vj}.

Proof. Assume to the contrary that (1) vk, v` / {vi, vj}, but (2) vk 6 {vi, v`} and (3)
v` 6 {vk, vj}. We first consider the case that (4) v` 6 {vi, vk}. Let U = {vi, vk, v`},W =
{vk, v`, vj} and X = {vi, vk, v`, vj}. Then all vertices in U are active in U : IU

i 6= ∅ because
vj ∈ IX

i by (1) and IX
i ⊂ IU

i by Lemma 2.1, IU
k 6= ∅ by (2), and IU

` 6= ∅ by (4). By
Lemma 2.2, IU

i ≺ IU
k ≺ IU

` .
Let x be the clockwise boundary point of Ik,` and y be the other boundary point of Ik,`.

Then, x ∈ (vk, v`) ⊂ (vk, vj). We have Ik,i ⊂ (vj , vk) because dk(vk) < di(vk) and dk(vj) ≤
di(vj) by (1). So, x ∈ (vk, vj) ⊂ Ii,k. Moreover, x ∈ Ii,` because di(x) > dk(x) = d`(x).
Thus x ∈ IU

i . Also y /∈ IU
i because IU

k 6= ∅ and IU
` 6= ∅. See Figure 3(a), (b) and (c).

Observe that y ∈ IW
j , IW

k ⊂ Ik,` and IW
` ⊂ I`,k. Thus, if all vertices in W are active in

W , the three intervals IW
k , IW

` , IW
j must appear in clockwise order along S. See Figure 3(d).

This contradicts Lemma 2.2, so k or ` is not active in W , i.e. vk / {v`, vj} or v` / {vk, vj}.
Since v` 6 {vk, vj} by (3), vk / {v`, vj}. Then, dk(vj) ≤ max{dj(vj), d`(vj)} = d`(vj)

and dk(vk) < d`(vk) i.e. Ik,` ⊂ (vk, vj). Also, Ik,i ⊂ (vj , vk) by the previous argument.
IU

k = Ik,i ∩ Ik,` ⊂ (vj , vk) ∩ (vk, vj) = ∅, it contradicts the assumption.
Now consider the case that v` / {vi, vk}, instead of (4). Observe that this is symmetric to

vk / {v`, vj}, and we can achieve a contradiction IW
` = ∅ similarly. J

Ik,`

Ij,i

(a) (b) (c) (d)

IWj

x

Ii,j IUi

xx

I`,k

IUk IU`

IWk IW`

y y y

Figure 3 (a) Intervals on S for vk and v`. (b) Intervals for vi and vj . (c) Intervals for vi, vk and
v`. (d) Intervals for vk, v` and vj .

We denote by Vi the sequence 〈v1, v2, . . . , vi〉 of vertices of V .

I Lemma 3.2. For any two vertices vi and vj that are consecutive in the (cyclic) list of
active vertices of Vm, the followings hold.

(1) vk / {vi, vj} if vi ≺ vk ≺ vj.
(2) For any subsequence V ′ of Vm, containing vi and vj, there are three vertices v, v′, v′′
consecutive in V ′ and vi ≺ v′ ≺ vj such that v′ / {v, v′′}.

Proof. For ease of description, assume that 1 ≤ i < j ≤ m. For Claim (1), assume to
the contrary that there exists an index k with i < k < j such that vk 6 {vi, vj}. Let
W = {vi, vk, vj}. Then IW

k 6= ∅. Moreover, IW
i 6= ∅ and IW

j 6= ∅ because IVm
i 6= ∅ and

IVm
j 6= ∅ (because vi and vj are active in Vm), and IVm

i ⊆ IW
i and IVm

j ⊆ IW
j (because

W ⊆ Vm) by Lemma 2.1. By Lemma 2.2, IW
i ≺ IW

k ≺ IW
j . However, IVm

` = ∅ for all ` with



T. Eom and H.-K. Ahn 57:5

i < ` < j, and thus IVm
j appears next to IVm

i consecutively in counterclockwise order along
S by Lemma 2.2. Since IVm

i ⊂ IW
i , IVm

j ⊂ IW
j , we obtain IW

k = ∅, a contradiction.
We prove Claim (2) by induction on j−i. When j−i = 2, the claim holds by Lemma 3.2(1).

When j − i = 3, the claim holds by Lemma 3.1 and Lemma 3.2(1). Assume to the contrary
that the claim holds for all j − i ≥ 2 values up to t for some integer t with 3 ≤ t < n, but it
does not hold for t+ 1. Then vk 6 {vk−1, vk+1} for all k with i < k < j for j − i = t+ 1.

Let V i+1 = 〈v1, . . . , vi, vi+2, . . . , vj , . . . , vm〉 be the list obtained by removing vi+1 from
Vm. Then, by the induction hypothesis, vi+2 / {vi, vi+3} or there exists an index ` with
i+ 2 < ` < j such that v` / {v`−1, v`+1}. Thus, assume vi+2 / {vi, vi+3}.
Similarly, let V i+2 be the list obtained by removing vi+2 from Vm. Then we can deduce
vi+1 / {vi, vi+3} or vi+3 / {vi+1, vi+4} by the same argument. If vi+1 / {vi, vi+3}, we have
vi+1/{vi, vi+2} or vi+2/{vi+1, vi+3} by Lemma 3.1, a contradiction. For vi+3/{vi+1, vi+4},
we can obtain vj−1 / {vj−3, vj} by applying the same argument repeatedly.
Similarly, let V j−1 be the list obtained by removing vj−1 from Vm. Then we can obtain
vj−2/{vj−3, vj}. From vj−1/{vj−3, vj} and vj−2/{vj−3, vj}, we obtain vj−2/{vj−3, vj−1}
or vj−1 / {vj−2, vj} by Lemma 3.1, a contradiction.

Thus, the claim also holds for t+ 1 = j − i. J

In the second step, the algorithm updates the active vertices incrementally as follows.
Given the list of all active vertices in Vi−1, it computes the list of all active vertices in Vi.
Let La be the list of the active vertices in counterclockwise order from v1 along S computed
so far. Thus, it is computed for Vi−1. The algorithm tests if vi is dominated by v1 and the
last vertex of La. If vi is dominated by both the vertices, La is the set of vertices active in
Vi by Lemma 3.2(2). So, the algorithm proceeds to the next vertex vi+1. Otherwise, the
algorithm does the followings. It appends vi to La since vi is active in Vi by Lemma 3.2(2).
Then it deletes La[−2] if |La| ≥ 3 and La[−2] / {La[−3], La[−1]}, where La[−j] is the j-th
last element in La for j > 0. It repeats this until |La| < 3 or La[−2] 6 {La[−3], La[−1]}.
At the end of the repetition, La is the list of active vertices in Vi by Lemma 3.2(2). Then
the algorithm proceeds to the next vertex vi+1. After vn is handled, La is the list of active
vertices in Vn.

Now we analyze the running time of the algorithm. At the iteration for Vi, vertex vi is
tested for its dominance once. If vi passes the test, it is appended to La. If it fails the test,
the algorithm proceeds to the next iteration for Vi+1. Observe that a vertex v contained in
La can be tested more than once. If it passes the test at the iteration for Vi, v remains in La

but the algorithm proceeds to the next iteration for Vi+1. If it fails the test, it is removed
from La and will never be inserted to La again. Since each test can be done in O(1) time and
the algorithm iterates n times, the final list of active vertices can be computed in O(n) time.

I Theorem 3.3. The weighted center problem on cycle graphs can be solved in O(n) times
using O(n) spaces.
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Abstract
We study the common intersection of arrangements of double-wedges. In contrast to earlier studies
in the past, we consider arrangements where double-wedges may or may not include a vertical
line. This changes the setting drastically, in particular with respect to all arguments involving the
point-line duality. We show that in this setting, the intersection of n double-wedges may consist
of Ω(n2) interior-disjoint regions. Further, we provide algorithms for computing the intersection of
such arrangements with worst-case optimal running time.

(0, 0)

(a)

(0, 0)

(b)

Figure 1 (a) An arrangement of double-wedges and (b) its projective dual. A point contained in
every double-wedge dualizes to a line stabbing all segments corresponding to bow-ties and stabbing
all anti-segments corresponding to hour-glasses.

1 Introduction

Two non-parallel lines `1 and `2 subdivide the Euclidean plane into four different wedges.
The union of two opposite wedges forms a so-called double-wedge [4, 10]. In other words,
it is the closure of the symmetric difference of two half-planes delimited by `1 and `2. We
distinguish two different types of double-wedges, namely, those that do not contain any
vertical line, which we call bow-ties, and those that do contain a vertical line, which we call
hour-glasses. If neither `1 nor `2 are vertical, then the closure of the complement of the
bow-tie spanned by them is an hour-glass and vice versa. For the remainder of this work,
we assume w.l.o.g. that no bounding line of any double-wedge is vertical or horizontal.

It is noteworthy that bow-ties are the projective dual of a non-vertical line segment in
the Euclidean plane; see Figures 1 and 2a. Hence, each point in the common intersection of
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
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`∗2 = (1, 1)

`∗1 = (4, 3)
(0, 0)

`2 : y = x− 1

`1 : y = 4x− 3

(a)

`∗2 = (1, 1)

`∗1 = (2, 3)

(0, 0)

`2 : y = x− 1

`1 : y = 2x− 3

(b)

Figure 2 (a) A bow-tie and its dual line segment. (b) An hour-glass and its dual anti-segment.
Left, right, upper and lower traces are colored red, blue, green and orange, respectively.

a family of bow-ties corresponds to a stabbing line of the dual family of line segments. This
duality has been used for the efficient stabbing of line segments by settling the computation
of the intersection of bow-tie arrangements in time O(n logn) [8]. Coming from this line of
reasoning, that is, about the stabbing of line segments, double-wedges are sometimes also
defined as what we call bow-ties [1, 7].

In this work however, we study more general arrangements of double-wedges, namely,
arrangements that can contain both bow-ties and hour-glasses. In contrast to bow-ties,
hour-glasses are the projective dual of anti-segments, that is, a straight line minus a seg-
ment contained in this line; see Figures 1 and 2b. Thus, the common intersection of a
general double-wedge arrangement corresponds to (i) the stabbing lines of an arrangement
of segments and anti-segments, or, equivalently, (ii) the lines that stab all segments corre-
sponding to the bow-ties while avoiding the segments dual to the inverse of each hour-glass,
see also Figure 1.

The remainder of this paper is structured as follows. First, we give formal definitions and
preliminary observations in Section 2. Then, we prove that the intersection of double-wedge
arrangements with both bow-ties and hour-glasses may consist of Ω(n2) interior-disjoint
regions in Section 3. Finally, in Section 4 we describe efficient algorithms for the computation
of the intersection before concluding the paper with open problems in Section 5.

2 Preliminaries

Let h1 and h2 be two half-planes in R2 that are bounded by non-parallel lines `1 and `2,
respectively. We denote the double-wedge formed by the closure of the symmetric difference
of h1 and h2 as 〈h1, h2〉 and the intersection point of `1 and `2 as the origin of 〈h1, h2〉.

For a double-wedge d = 〈h1, h2〉, let ` be the line with slope a` = (a1 + a2)/2 through
the origin od of d, where a1 and a2 are the slopes of the bounding lines `1 of h1 and `2 of
h2, respectively. We refer to the two rays of `1 and `2 emerging from od that are located
above ` as the upper trace of d and to the other two rays of `1 and `2 as the lower trace of d.
Similarly, we call the two rays of `1 and `2 emerging from the origin od of d that are located
to the left (and right) of the vertical line through od the left trace of d (and right trace of d,
respectively); see Figure 2.

Note that the upper and lower trace coincide with the upper and lower envelope of the
arrangement A of `1 and `2. In contrast, the left and right trace only coincide with the left
and right envelope of A if the slopes of `1 and `2 have different signs.

We say that a point x ∈ R2 is below the upper trace (or above the lower trace) if and
only if a vertical ray emerging from x in positive (or negative, respectively) y-direction
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(a) (b)

Figure 3 (a) A vertical grating consisting of k = 6 bow-ties. Their intersection consists of
k + 1 = 7 interior-disjoint regions (gray). (b) A combined grating consisting of a vertical grating
of k = 6 bow-ties and a horizontal grating consisting of k = 6 hour-glasses. Their intersection
consist of (k + 1)2 = 49 interior-disjoint regions (gray). (For convenience one bow-tie in (a) and
two double-wedges in (b) are drawn bold.)

hits the upper trace (or lower trace, respectively). Similarly, we say x is to the left of the
right trace (or to the right of the left trace) if and only if a ray orthogonal to ` emerging
from x in positive (or negative, respectively) x-direction hits the right trace (or left trace,
respectively).

With these definitions at hand, we can characterize the intersection of a double-wedge
arrangement A consisting of both bow-ties and hour-glasses in the following way:

I Observation 1. A point p ∈ R2 is part of the intersection of a double-wedge arrangement
A if and only if (i) p is below the upper trace but above the lower trace of each bow-tie in A,
and (ii) p is to the right of the left trace but to the left of the right trace of each hour-glass
in A.

In order to emphasize the connection to the stabbing of line arrangements discussed
before, we also mention the transformation T between straight lines and points used for
establishing the projective duality [2, 8]. Namely, the standard projective duality T trans-
forms the point p = (px, py) to the non-vertical line p∗ : y = px · x− py and, vice-versa, the
non-vertical line ` : y = mx+ b to the point `∗ = (m,−b); see again Figure 2.

3 Combinatorial complexity of double-wedge intersections

In this section we prove the following result concerning the complexity of the intersection of
a double-wedge arrangement:

I Theorem 3.1. For every k ∈ N, there exists a double-wedge arrangement An consisting of
n = 2k double-wedges, so that its intersection consists of (n/2 + 1)2 interior-disjoint regions.

Proof. We prove the statement by an explicit construction. We first take k bow-ties. Their
origins are located on a common horizontal line and their bounding lines are chosen to be
parallel, so that they create a vertical grating as shown in Figure 3a. The intersection of
the vertical grating consists of a 4-gon between each pair of consecutive (along the x-axis)
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double-wedges plus the two unbounded regions at the left and right boundary. Thus, the
vertical grating defines an intersection consisting of k + 1 interior-disjoint regions.

The remaining k double-wedges are a copy of the vertical grating that is rotated by π/2,
yielding a horizontal grating of hour-glasses.

The entire arrangement An is a combined grating consisting of both a vertical and a
suitably stretched and translated horizontal grating. The origins of the latter are located in
the right unbounded region of the former. Further, the gratings overlap in such a way that
no origin of the vertical grating lies in the intersection of the horizontal grating and that
each region in the intersection of the vertical grating intersects each region in the intersection
of the horizontal grating; see Figure 3b. Hence, the intersection of An consists of (k + 1)2

interior-disjoint regions (all but k + 1 of which are pairwise disjoint entirely; indicated in
darker gray in Figure 3b), and the statement of the theorem follows. J

Note that this construction yields double-wedges in non-general position. However,
slightly wiggling everything allows to also get double-wedge arrangements in general position
with Ω(n2) many interior-disjoint intersection regions. Moreover, rotating the arrangement
of Figure 3b by π/4 yields an arrangement that only consists of hour-glasses.

We remark that in contrast to the intersection of general double-wedge arrangements
discussed in this paper, the intersection of a double-wedge arrangement consisting purely of
bow-ties consists only of O(n) regions [8]. This increase in complexity results in an increased
worst-case time complexity for the computation of general double-wedge arrangements.

4 Computing the intersection of double-wedges

In this section, we present two algorithms for computing the intersection of an arrangement
A of double-wedges. The first algorithm in Section 4.1 assumes that the double-wedges do
not cover all slopes in R ∪ {∞,−∞} and runs in time O(n logn). The second algorithm in
Section 4.2 requires time O(n2) but works for all double-wedge arrangements. We will also
discuss that both algorithms have worst-case optimal running time.

4.1 The double-wedges in A do not cover all slopes
As pointed out before, an O(n logn)-time algorithm [8] is known for the case where all
double-wedges are bow-ties. This algorithm can also be applied in the case where the
double-wedges do not cover all slopes in the plane. In order to achieve this, we identify a
slope a not covered by any double-wedge and rotate A such that lines with slope a become
vertical. It is noteworthy that if a exists, we may assume w.l.o.g. that a is rational under the
assumption that all lines bounding the double-wedges have rational slope. This procedure
results in a pure bow-tie arrangement.

It remains to argue that a can be computed in timeO(n logn). We first sort the bounding
lines of all double-wedges by slope in time O(n logn) and check for slope a∗ = −∞ in how
many double-wedges it lies. In fact, this number is equal to the number of hour-glasses and
it can be found in linear time by checking for every double-wedge individually whether it
is an hour-glass or not. If it is zero, then we can directly apply the algorithm from [8].
Otherwise, we iteratively increase a∗ and whenever a∗ becomes larger than the slope of a
line bounding a double-wedge d, we update the number of double-wedges a∗ is in. Note that
the number of double-wedges covering a slope only changes by ±1 on each such event (and
does not change between two neigbhoring slopes in the sorted slope list). Hence, going once
through the sorted list of slopes, each update can be done in constant time (by checking
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the double-wedge d). This procedure takes O(n) time and identifies two slopes of bounding
lines a1 and a2 so that no slope between a1 and a2 is covered by any double-wedge in A.
We choose any slope between a1 and a2 for a, e.g., a = (a1 + a2)/2.

In total, we can summarize as follows:

I Theorem 4.1. Let A be an arrangement of double-wedges so that A does not cover all
slopes in R ∪ {∞,−∞}. Then, the intersection of A can be computed in time O(n logn).

It is worth noting that Edelsbrunner et al. [8] also state that the computation of the
intersection of n bow-ties requires time Ω(n logn). Since a pure bow-tie arrangement is a
special case of the instances discussed in this section, the running time of the procedure
described above is worst case-optimal. We further emphasize that the algorithm for identi-
fying a can also be used to check whether A covers all slopes in time O(n logn). Namely, if
a1 and a2 do not exist, we can instead proceed with the algorithm in the next subsection.

4.2 The double-wedges in A cover all slopes
In this scenario, we first compute the line arrangement formed by the lines bounding the n
double-wedges inA and compute its dual (graph) G. This can be done in timeO(n2) [3, 7, 9].
The resulting dual graph G has O(n2) edges and nodes. Each edge of G corresponds to an
edge in the arrangement (and lies on a bounding line of some double-wedge). Each node
of G corresponds to one cell in the arrangement, which might be in the intersection of all
double-wedges.

We choose an arbitrary node f0 of G and compute the number of double-wedges of A
in which it is contained. This can be done in constant time per double-wedge and hence in
O(n) time in total.

Finally, we traverse G starting from f0 using breadth-first search. Note that traversing
an edge of G corresponds to either leaving or entering a single double-wedge of A as charac-
terized in Observation 1. Hence, whenever we visit a new node (corresponding to a cell in
the arrangement) during this traversal, we can determine the number of double-wedges in A
in which it lies in constant time. Thus we can perform this last step in which we determine
all cells in the intersection of A in O(n2) time.

We summarize this result as follows:

I Theorem 4.2. Let A be an arrangement of double-wedges. Then the intersection of A
can be computed in time O(n2).

By Theorem 3.1, the intersection of A can consist of Ω(n2) interior-disjoint regions. Thus
enumerating all those regions takes time Ω(n2) and our algorithm is worst-case optimal.

5 Conclusion and open problems

In this work, we considered the problem of determining the intersection of an arrangement
of double-wedges. We gave a tight bound on the worst-case combinatorial complexity of this
intersection and presented worst-case optimal algorithms for computing it. The considered
problem is the dual formulation of the problem of finding all lines that stab certain line
segments while keeping other line segments untouched. We conclude with an open problem
and further research directions.

I Open Problem 1. Given two sets of line segments in R2, how fast is it possible to compute
a line that stabs all segments of the one set while avoiding all segments of the other set or
conclude that no such line exists?
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This question translates to asking, how fast it is possible to compute a single point in the
intersection of a double-wedge arrangement or decide that this intersection is empty. While
we showed that Ω(n2) time is required to compute the entire intersection, this lower bound
does not carry over to finding only one point. For the special case of all double-wedges
being hour-glasses, the intersection is always non-empty and a point in this intersection can
easily be found in linear time. However, for the mixed setting, a solution might not be so
straight-forward.

Further, it may be interesting to study more restricted double-wedge arrangements.
For instance, arrangements of only bow-ties, where each k-tuple of double-wedges have a
common intersection, display interesting properties. Namely, it is known [5, 6] that for any
such arrangement with k = 4, there always exist two points in the plane such that any
double-wedge contains at least one of them (while one single point is not always sufficient).
Similarly, for k = 3 there always exist four points such that any double-wedge contains at
least one of them (but it is unclear whether this bound is tight). Can the bound for k = 3
be reduced? And can these results for bow-tie arrangements be generalized to arrangements
containing both bow-ties and hour-glasses?

Finally, one may investigate generalizations of double-wedge arrangements to higher
dimensions and study their intersections.
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Abstract
The Fréchet distance is a well-established distance measure for comparing curves, and the free space
diagram is the main tool to efficiently compute it. Inspired by [7], we consider the following inverse
problem: Given a diagram of size m × n, we ask whether it can be realized by a pair of curves on a
real line. We prove weak NP-completeness and present an FPT algorithm that runs in O(mn2k)
time where k is an implicit parameter that relates to the complexity of the diagram.

1 Introduction

Buchin, Ryvkin and Wenk [7] introduced the problem of realizing a given (free space) diagram
by polygonal curves in the plane. We build upon their results by focusing on curves in one
dimension. The main objective of studying the realizability problem is to gain a better
understanding of the Fréchet distance, which is a popular distance and similarity measure
used in various applications. The Fréchet distance of two curves P, Q : I → Rd, where
I ⊆ R, is given by δF(P, Q) = inf(σ,θ) maxt∈[0,1] ∥P (σ(t)) − Q(θ(t))∥, where the pair of
reparameterizations (σ, θ) are continuous non-decreasing functions. Intuitively, one can
picture a person walking their dog, each of them walking on one of the curves. The Fréchet
distance equals the length of the shortest leash allowing both to fully traverse their curves
continuously, choosing their speed independently.

The free space diagram Dε(P, Q) is the most important tool for efficiently computing the
Fréchet distance, see [1]. It is defined as the cross-product I × I of the parameter spaces of
the curves partitioned into free space and its complement. For a given ε > 0, the free space
is defined as Fε(P, Q) = {(r, t) : ∥P (r) − Q(t)∥ ≤ ε}. For given ε, it holds that δF(P, Q) ≤ ε

iff there exists a monotone path through the free space of Dε(P, Q) that connects bottom
left and top right corner of the diagram. For polygonal curves defined by segment endpoints
p0, p1, . . . , pn, q0, . . . , qm, respectively, the free space diagram can be subdivided into n × m

cells Cij , where the cell boundaries have the same lengths ∥pi − pi−1∥ and ∥qj − qj−1∥ as the
corresponding segments. It takes O(nm) time to compute a monotone path verifying that
δF(P, Q) ≤ ε, see [1], implying that the complexity of the free space diagram determines the
runtime of the standard algorithm for computing the Fréchet distance. For curves in 1D and
curves of ply k the Fréchet distance can be computed in O(nk log n) time [5].
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It is known that the Fréchet distance of curves in 2D cannot be computed in subquadratic
time unless SETH fails [4], but it is possible to exploit the decreased complexity of the free
space diagram to obtain faster algorithms for some curve classes [2, 9]. Some variants of
the Fréchet distance are even NP-hard to decide [6, 11], and the reductions build specific
instances of free space diagrams. To increase the understanding of these diagrams, we study
the following problem:

Realizability in 1D. Given a diagram Dε of size n × m and a parameter ε > 0, can we find
1-dimensional curves P and Q such that Dε = Dε(P, Q)?

Further notation. We define a polygonal curve P : I → R by vertices p0, . . . , pn ∈ R, and
call the line segment connecting consecutive vertices sP

i = pi−1pi. If two consecutive segments
sP

i , sP
i+1 have different orientations (the segments are placed on top of each other), we say

the curve folds at the common folding vertex pi. A cell Cij is called empty (or gray) if
Cij ∩ Fε = ∅, full (or white) if Cij ∩ Fε = Cij , and partially full if ∅ ̸= Cij ∩ Fε ≠ Cij . An
empty cell corresponds to a pair of non-overlapping segments whose endpoints have pairwise
distances > ε; a full cell stems from segments where any interval of length ε centered at
an arbitrary point of either segment fully contains the other segment. Partially full cells
correspond to segments where at least one endpoint has distance < ε to some point of the
other segment. The free space Fε(sP

i , sQ
j ) in a cell is a slab, i.e., the space between two

diagonal lines tilted by ±45◦, cropped at cell boundaries, see Figure 1. The horizontal and
vertical lines bounding cells Cij in the diagram are denoted as grid lines.

Note that free space (diagram) is a term defined by the corresponding curves. Thus we
call the considered diagrams input or given diagrams Dε and ask whether there exist curves
P and Q such that Dε = Dε(P, Q), moreover white space in Dε equals free space in Dε(P, Q).

qj

qj

qj−1

qj−1

ε

pi−1

pi−1

pi

pi

−45◦

qj

qj

qj−1

qj−1

pi−1

pi−1 pi

pi
+45◦

2ε

2ε

Figure 1 Given a free space in white and its complement in grey, partially full cells Cij corre-
sponding to segment sQ

j , oriented in the same or in opposite direction as fixed segment sP
i .

Next, we prove NP-hardness in Section 2, and give our FPT-algorithm in Section 3.
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2 Hardness of Realizability for general diagrams

We prove that realizability in 1D is weakly NP-hard by reducing from the Partition problem.

Partition problem. Given a set of positive integers A = {a1, . . . , an}, decide whether there
exist two sets A1, A2, such that

∑
ai∈A1

ai =
∑

aj∈A2

aj , where A1 ∩ A2 = ∅ and A1 ∪ A2 = A.

▶ Theorem 2.1. It is weakly NP-complete to decide whether a given diagram is realizable
through curves in 1D.

Proof. Given partition instance {a1, . . . , an}, we set S =
∑n

i=1 ai. We construct an input
diagram of size (n + 2) × 1, see Figure 2, and simplify our notation of cells Ci1 = Ci.
Realizing this constructed diagram through curves P , defined by endpoints p0, . . . pn+2, and
Q, consisting of a single segment sQ = q0q1, has to correspond to partitioning our integers
into two sets of equal “weight” S/2. The constructed diagram is a strip of height |sQ|, which
we set to 1. The total width of our diagram is set to 2(1+S)+S: Each cell width corresponds
to the length of a segment in P , and we choose the length of a segment sP

i to be |ai−1|, for
i = 2, . . . , n + 1. Segments sP

1 and sP
n+2 both have length 1 +

∑n
i=0 |ai|, and we set ε = 1.

0 1 + S

a1 a2 a3 a4

1 + 2S 2(1 + S) + S

0

1

Q

P

p1 p2

p3
p4

p5

ε

Figure 2 Reduction for partition instance {a1, . . . , a4} = {3, 2, 1, 2}. The corresponding segments
are scaled by factor 2 and placed parallel instead of on top of each other to increase readability.

Now, the first and last cell of our constructed diagram are set to be partially full, the
bottom left and top right corner being contained in white space. All intermediate cells
C2, . . . Cn+1 are empty. For fixed position of sQ, we construct the first and last cell such
that segments sP

1 and sP
n+2 need to be aligned with sQ; namely, we force q0 = p0 = pn+2.

Consequently, p1 = pn+1. For the remaining segments sP
2 , . . . , sP

n+1, we compare their
orientation with placing the corresponding integer in either of the two sets A1, A2. Starting
with sP

2 , we can decide to place it on top of its predecessor, such that ∥p2−p0∥ = ∥p1−p0∥−a1,
or facing the same direction, such that ∥p2 − p0∥ = ∥p1 − p0∥ + a1. If we choose the first
option, we say sQ

1 is oriented to the left, otherwise it is oriented to the right.
Assume we are given an instance of the partition problem. The constructed strip is

realizable if and only if we can place the curve P such that points p1 and pn+1 coincide. This
is the case if and only if the total length of segments oriented to the right equals the total
length of segments oriented to the left. Thus, the information on orientations of sP

2 , . . . sP
n+1

directly encodes a partition of integers a1, . . . , an into sets A1 and A2. We conclude

∑

ai∈A1

ai =
∑

aj∈A2

aj = S

2 ⇐⇒ p1 = pn+1.
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This proves NP-hardness. The problem lies in NP since the realization of a polygonal curve
with n segments can be described by a bit sequence of length n − 1, specifying for each vertex
whether the incident segments have the same orientation. ◀

3 Deciding realizability for 1-dimensional curves

Assume that we are given an input diagram where the lengths of cell boundaries as well as
intersection points of white space with grid lines are part of the input.

In comparison to curves in 2D [7], we observe that a free space diagram corresponding
to curves in 1D has limited “configurations”. We still face empty, full or partially full cells,
where white space is bounded by the cell boundaries and parallel line segments tilted by
±45◦, see [5, 10]. Additionally, we state the following:

▶ Lemma 3.1. For each partially full cell Cij corresponding to a pair of segments sP
i , sQ

j in
1D, there exists at least one point x on the intersection of the free space boundary and the
cell boundary. Its position fixes the distance of two endpoints (p, q) ⊂ {pi, pi+1} × {qj , qj+1},
and thus allows to fully determine the relative positions of sP

i and sQ
j .

d(x)

pi−1 pi

−45◦

d(x)

ε

qj−1
qxqj

x

2ε

ε

qj−1 qjpi−1 pi

+45◦

2ε

Figure 3 Placing sQ
j for fixed sP

i to realize a corresponding partially full cell.

Proof. As both segments are placed on the real line, at least one endpoint lies with ε distance
of a point of the other segment. W.l.o.g., we fix the position of sP

i such that pi−1 = 0,
pi = |sP

i |, where |sP
i | denotes the segment’s length. Let x lie on the left boundary of Cij ,

which corresponds to pi−1 × sQ
j , and we call d(x) the distance between x and the bottom

left corner pi−1 × qj−1, see Figure 3. For d(x) = 0, we have that ∥pi−1 − qj−1∥ = ε, for
d(x) = |sQ

j | it holds that ∥pi−1 − qj∥ = ε. In both cases, the orientation of sQ
j depends on

whether Cij contains a free space region. Iff this is the case both segments have the same
orientation. If 0 < d(x) < |sQ

j | there could be one such intersection point, or two at distance
2ε, see Figure 1. Assuming x denotes the lower one, i.e., the interval between bottom left
corner and x is not contained in free space, it holds that ∥pi−1 −qj−1∥ = d(x)+ε, because the
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point qx ∈ sQ
j at distance d(x) from qj−1 has distance exactly ε to pi−1. The mirrored case

holds for x denoting the upper intersection point and endpoints pi−1, qj . The orientation of
sQ

j depends on the angle of the free space boundary within the cell; for +45◦, both segments
sP

i , sQ
j face in the same direction. ◀

▶ Observation 3.2. Free space diagrams of curves in 1D are in some sense symmetrical, as
described in [5]: Consider an endpoint pi ∈ P at which the curve folds, and some point q ∈ Q.
We choose points p ∈ sP

i , p′ ∈ sP
i+1 that are equidistant to pi, so p = p′ ∈ R. Now ∥p − q∥ ≤ ε

holds iff ∥p′ − q∥ ≤ ε. Thus, the strip to the right of the grid line pi × Q is a reflection of the
strip to the left of that line. For consecutive partially full cells, this implies that a curve folds
at the common endpoint pi iff the incident portions of free space have alternating slopes, see
Figure 4.

We borrow some definitions from computational origami, giving intuitive descriptions.
We refer to [8] for formal definitions. The crease pattern C(Dε) of a diagram Dε is the crease
pattern obtained by considering grid lines that correspond to folding vertices as creases.
The folded state of a crease pattern C(Dε) is a continuous function that maps each face
isometrically and reflects adjacent faces. From Observation 3.2, we conclude

▶ Corollary 3.3. A given diagram Dε is realizable iff there is an assignment of the grid lines
to {fold, straight}, such that overlapping white space aligns in the folded state C(Dε).

Algorithm. We use Corollary 3.3 to obtain an algorithm for the 1D realizability problem.
The algorithm runs in exponential time for general inputs; more precisely, it runs in O(mn2k)
time where k is the number of rows of Dε that do not intersect the boundary of the white
space, i.e., the number of vertical or horizontal strip “gaps” (completely gray or completely
white) in the diagram. Intuitively, gaps correspond to segments of one curve that are either
too far or too close to the other curve, and do not offer us direct information about the
placement of the curves. In particular, if there is a white gap in Dε (e.g. a row of only
full cells) then the diameter of one of the curves is smaller than 2ε. For inputs where
k ∈ O(log(mn)), the algorithm thus runs in polynomial time in the size of the diagram.

Our algorithm is inspired by the algorithm for simple-foldability in 1D [3] by Arkin
et al., which asks whether a 1D crease pattern can be folded through a sequence of simple
folds (±180◦ rotations of a portion of the paper). This paper provides a linear-time greedy
algorithm to constructively decide whether a given crease pattern admits a sequence of
simple folds. Although it is meant to be applied to crease pattern where each crease has
a mountain/valley assignment (whether the crease should be folded by +180◦ or −180◦),
for our problem this assignment is irrelevant. Without a mountain/valley assignment, every
crease pattern is simple-foldable. We use Arkin et al.’s algorithm for the properties that it
maintains during a linear-sized sequence of operations (simple folds). The algorithm identifies
one of two sufficient operations that can be greedily applied: (i) an end fold which is a
simple fold applied to either the first or last crease; and (ii) a crimp which folds through two
consecutive creases. They show that these operations are safe if

(⋆) the resulting folded state after each operation does not cause a portion of the paper
without creases to overlap with a not yet folded crease.

After applying the operation, they reduce the problem to a smaller crease pattern obtained
by “gluing” the overlapping layers. They show that if the crease pattern is not trivial (no
creases), there is always a safe operation, which they can find in O(1) time with O(n)-time
preprocessing. We call any operation (end fold or crimp) valid if the resulting folded state
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Figure 4 An end fold and a crimp of two diagrams along the grid lines of folding vertices.

aligns the white space patterns, see Figure 4. We use the above mentioned algorithm to
efficiently check if a given crease pattern induces a realizable input space diagram.

▶ Theorem 3.4. Given an m × n diagram Dε, we can find 1-dimensional curves P and Q

such that Dε = Dε(P, Q), if they exist, in O(mn2k) time, where k is the total number of
(vertical and horizontal) grid lines of Dε that do not intersect the white space.

Proof. We describe a constructive algorithm. The main idea is to test every possible
corresponding crease pattern that is compatible to Dε. Note that if a grid line intersects the
white space, we can determine if it corresponds to a folding vertex or not as follows. If two
adjacent cells align the white space after a reflection through the grid line, then the grid line
should be assigned to fold; otherwise, we assign it to straight. If there is an inconsistency
of the assignment given by different pairs of adjacent cells incident to a grid line, the instance
is not realizable, and we return “no”. For the remaining k grid lines that do not intersect the
white space, we try all possible assignments to {fold, straight}. We delete all grid lines
that are assigned straight, merging pairs of adjacent cells through the deleted line. That
defines a crease pattern and allows us to check realizability using Corollary 3.3.

It remains to show how we efficiently check whether a given crease pattern satisfies
Corollary 3.3. Note that we could also pay an extra linear factor using brute force to
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check for every pair of overlapping cells of Dε whether their white space aligns, leading
to an O(m2n2) time algorithm. We use the simple-foldability algorithm [3] to obtain an
O(mn)-time algorithm as follows. We fold one dimension at a time. W.l.o.g., we focus on
the horizontal dimension, corresponding to P , which contains O(n) creases. Identify a safe
operation and apply the corresponding fold(s). Note that each operation causes at most
three layers to overlap. Recall that we merge these layers into a single layer by “gluing”, and
apply induction. It suffices to check the alignment of the white space in the overlapping
layers. By property (⋆), the number of cells in these layers is O(m), so the check can be
performed in O(m) time. In future operations, if the white space of a merged cell and the
white space of another cell align, the white space of all original overlapping cells align since
alignment is transitive. This proves the induction step. After O(m) operations, we obtain a
single segment in the horizontal dimension, and we can apply the same algorithm for the
vertical dimension. The runtime of the check step is then O(mn), proving our claim.

Finally we address the edge cases when the input diagram is completely empty or
completely full. These cases trivially satisfy Corollary 3.3. In case the diagram is completely
empty, we just place the curves sufficiently far apart from each other (farther than ε). In the
latter case, we can compute the intersection of the ε-neighborhoods of every segment of one
curve, and check whether we can place the other curve in this intersection. Recall that with
a fixed crease pattern, the diameters of the curves are deterministically defined. ◀

▶ Corollary 3.5. If all vertices are folding vertices then it takes O(mn) time to compute
respective curves in 1D and verify whether these curves correspond to the input diagram.

4 Conclusion

Buchin, Ryvkin and Wenk [7] give results for the realizability of free space diagrams for
curves in 2D. This paper proves NP-hardness and gives an FPT-algorithm for curves in 1D.
We note that there are no known results for curves in higher dimensions.
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Abstract
We consider the problem of preprocessing a set of points or segments R such that we can quickly
determine the Hausdorff distance between a query segment and R. For |R| = n and parameters
k ∈ [1 . . . n], δ ∈ (0, 1) and ε > 0, in expected O(nk1+ε + n1+δ) time we can store R in a data
structure of size O(nk1+ε + n1+δ) such that given a query line segment b we can compute the
Hausdorff distance D(b,R) in O((n/k) log k + log3 k + 21/δ logn) time.

1 Introduction

The Hausdorff distance is one of the most well-known distance measures between (sets of)
geometric objects. Given a set R of “red” objects, and a set B of “blue” objects, their
Hausdorff distance D(R,B) = max{−→D (B,R),−→D (R,B)} is the maximum of the two directed
Hausdorff distances defined as

−→D (B,R) = max
b∈

⋃
B

min
r∈

⋃
R
d(b, r),

where d(b, r) denotes the Euclidean distance between two points b and r. We are interested
in computing the Hausdorff distance efficiently, in particular for objects in the plane. In
case R and B are both sets of points in R2, of sizes n and m, respectively, it is easy to
compute the (directed) Hausdorff distance in O((n+m) log(n+m)) time. We simply build
the Voronoi diagram of one set, and query it with the other. In case R and B are sets of
disjoint line segments (in R2) the problem can be solved in the same time [1]. When R and
B are convex polygons, their Hausdorff distance can even be computed in linear time [2].

The above algorithms are very good if B and R have similar sizes. However, when we wish
to compute the Hausdorff distance between one “large” set, say R, and many much smaller
sets B1, . . . , Bk, we wish to avoid the costly linear dependence on n for every Bi. That is, we
wish to build a data structure on R that can be efficiently queried for the Hausdorff distance
between R and some query object B. This setting appears naturally in a range of applications,
for example when querying a shape database (e.g. find all hand written characters similar
to some low complexity “sketch” of a character), trajectory clustering (in which a cluster
is represented by a low complexity representative) [8], or polyline simplification (test if
some candidate shortcut segment is “good enough”) [4, 5, 10]. Furthermore, we are actually
interested in maintaining the Hausdorff distance between two sets of line segments that are
subject to updates. Efficiently computing the Hausdorff distance between subsets of varying
sizes is one of the (many) challenging subproblems that arise in this setting.

Problem Statement and Results. We focus on the cases where R is a set of n disjoint
line segments in R2, and B is a single line segment b. We develop a data structure storing
R that can efficiently be queried for the Hausdorff distance between b and R. Computing
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
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b

Figure 1 The directed Hausdorff distance −→D (b,R) is realized either at an endpoint of b, or at an
intersection of b with an edge of the Voronoi diagram of R.

−→D (R, b) turns out to be relatively straightforward, as the maximum distance from R to b is
realized by an endpoint of a segment in R. Using known results, e.g. furthest point Voronoi
diagrams this then yields an O(n1+δ) space O(21/δ logn) time solution, for some parameter
δ ∈ (0, 1). The hard part is in computing −→D (b, R). In Section 3, we first present an O(n2+ε)
size data structure that realizes O(log3 n) query time when R is a set of n points. Here, and
throughout the rest of the paper, ε > 0 is an arbitrarily small constant. We then generalize
this solution to the case of line segments in Section 4. This thus gives us an O(n2+ε) size data
structure to query the directed Hausdorff distance in O(log3 n) time. Finally, in Section 5
we show how, for any parameter k ∈ [1 . . . n], we can decrease the space usage to O(nk1+ε)
at the cost of increasing the query time to roughly O(n/k).

2 Preliminaries

For a set of points or segments R in R2, let VorR be their Voronoi Diagram. We consider
VorR as a set of edges. Each edge is either a segment or a parabolic arc. Each edge
e ∈ VorR is equally close to two objects pe and qe of R that induce e. For a line segment
b, the directed Hausdorff distance −→D (b, R) is realized either by an endpoint of b, or a point
on the intersection b ∩ e, for an edge e ∈ VorR [1], see Figure 1. That is, −→D (b, R) =
max{EndDi(b, R), IntDi(b, R)} with the following definitions: for b = b1b2, EndDi(b, R) =
maxi∈{1,2}

−→D (bi, R) = maxi∈{1,2}minr∈R d(bi, r) is the endpoint-distance and IntDi(b, R) =
maxe∈VorR

{d(u, pe) | {u} = b ∩ e} is the intersection-distance. We can easily compute the
endpoint-distance using two O(logn) time nearest neighbor queries on R. Hence, our main
task is to develop a data structure that allows us to efficiently compute IntDi(b, R).

For a point p = (px, py) ∈ R2, let p∗ ≡ y = pxx− py be the line dual to p. And for a line
` ≡ y = sx+ t, let `∗ = (s,−t). The set of lines dual to the points on a line ` all intersect
in `∗. For a segment b = uv, let b∗ be the wedge that is the set of points between the lines
u∗ and v∗, see Figure 2. For a set R of objects, we define R∗ = {r∗ | r ∈ R}. Note that for a
line `, a point p, and a segment b, we have p ∈ ` ⇐⇒ `∗ ∈ p∗ and ` ∩ b 6= ∅ ⇐⇒ `∗ ∈ b∗.

3 A Datastructure for Red Points

We first explore how to determine IntDi(b, R), when R is a set of points. We start with the
case where b is a line, and then extend to the case where b is a line segment.
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y = −2x− 4

dualprimal

e
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Figure 2 The Voronoi edge between two red points and the corresponding dual wedge. The blue
line intersects the edge and therefore its dual point is within the wedge.

3.1 Querying with a Line
We want to store R so that we can efficiently compute IntDi(b, R) for a query line b. For
each edge e in the Voronoi Diagram VorR, we lift the wedge e∗ to the surface e# such
that a point `∗ ∈ e∗ is lifted to a height equal to the squared distance between the red
Voronoi site pe and the intersection of ` and e. See Figure 3. We square to simplify the
derivations. Formally, e# = {(s, t, d2(pe, ` ∩ e)) | `∗ := (s, t) ∈ e∗}. For a set E, we set
E# = {e# | e ∈ E}. As a result, for a wedge e∗ and a line p∗ through the center of the
wedge, all points `∗ on p∗ will be lifted to the same height, meaning e# is a ruled surface,
as shown in Figure 4. As we want to determine the Hausdorff distance, for each line `, we
are interested in max{z | ∃e ∈ VorR : (s, t) = `∗ ∧ (s, t, z) ∈ e#}, that is, we care about the
upper envelope of these surfaces. Using [9] to be able to quickly query the upper envelope,
we get:

I Lemma 3.1. Let R be a set of n points in R2. In O(n2+ε) time we can build an O(n2+ε)
size data structure that can compute IntDi(b, R) for a query line b in O(logn) time.

Lemma 3.1 is illustrated in Figure 5. We also state the following corollary:

I Corollary 3.2. Let E ⊆ VorR be a set of k Voronoi edges. In O(k2+ε) time we can build
an O(k2+ε) size data structure that can compute max{z | ∃e ∈ E : (s, t) = `∗ ∧ (s, t, z) ∈ e#}
for a query segment b intersecting all edges E with supporting line ` in O(log k) time.

3.2 Querying with a Line Segment
We now extend the data structure to support queries with a line segment, see Figure 6.

For a set of n hyperplanes H in Rd and r ∈ [1 . . . n], a 1/r-cutting of H is a partition of
Rd into cells with disjoint interiors, each of which is intersected by at most n/r hyperplanes
from H [6]. The conflict list of a cell ∇ is the set of the hyperplanes intersecting the interior
of ∇.
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Figure 3 The Voronoi edge e, its corresponding dual e∗ and its corresponding lifted surface e#.
For a line ` intersecting e, the squared distance between the intersection ` ∩ e and a corresponding
red point pe equals the height at which a vertical line above `∗ punctures e#.
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Figure 4 The points dual to lines intersecting a Voronoi edge e in the same point, are aligned
and are lifted to the same height in e#.

Figure 5 The overview of Section 3.1. To query the intersection distance for a line `, we query
the upper envelope above the point `∗.
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∇

Figure 6 The overview of the datastructure of Section 3.2. Each cell of the cutting stores a
balanced binary search tree whose internal nodes store an upper envelope.

Let A be the arrangement induced by the wedges Vor∗R. We can cut the O(n2) faces of
A into O(r2) cells where each cell is intersected by at most n/r boundaries of wedges in
O(nr) time [6]. This also computes the conflict list for each cell. Let Eint

∇ = {e ∈ VorR | ∅ (
e∗ ∩∇ ( ∇} be the edges whose dual wedges have boundaries in the conflict list of ∇.

For each cell ∇, we compute the following: let Eelem
∇ ⊆ VorR be the set of edges e whose

dual wedges contain ∇, that is ∇ ⊆ e∗. We sort the edges Eelem
∇ by the order in which a line

` with `∗ ∈ ∇ intersects them, and build a balanced binary search tree T∇ on Eelem
∇ whose

leaves each contain one edge, and whose inner nodes each contain the edges contained in
their children. For each node with set of edges E we calculate the upper envelope of E#, as
stated in Corollary 3.2. The tree with the upper envelope at each node uses O(n2+ε) space
and can be constructed in O(n2+ε) time.

Then we recurse for each cell. That is, for each cell, if it is intersected by k > 0 lines, we
again cut it into O(r2) cells where each cell is intersected by at most k/r lines. We again
determine Eint

∇ for each cell ∇ using the conflict list. Also, for each cell ∇ with parent cell ∇′,
we have Eelem

∇ = {e ∈ Eint
∇′ | ∇ ⊆ e∗}. We compute the above mentioned balanced binary

search tree T∇ and upper envelope datastructure on the edges Eelem
∇ . In the end, the space

needed is S(n) = cr2(n2+ε +S(n/r)), for some constant c. For a sufficiently large constant r,
we get S(n) ∈ O(n2+ε). The same holds for the construction time.

When querying with a line segment b that has supporting line `, we proceed as follows.
Determine the cell ∇ containing `∗. Recurse within ∇ to find the set C of all cells containing
`∗. Within each tree T∇ with ∇ ∈ C, we compute the consecutive range of edges intersecting b.
This gives us a set of O(log2 n) nodes that together represent all edges from VorR intersected
by b. For each of those nodes we query the height of the upper envelope at (s, t) = `∗. The
result of the query is the maximum over those heights. This query takes O(log3 n) time and
returns the intersection distance IntDi(b, R). We finally make two point location queries in
the Voronoi Diagram — one for each of the endpoints of b — to determine EndDi(b, R).

I Theorem 3.3. Let R be a set of n points in R2. In O(n2+ε) time we can build an O(n2+ε)
size data structure that can compute −→D (b, R) for a query line segment b in O(log3 n) time.

4 A Datastructure for Red Segments

Now we consider the problem when R is a set of segments instead of a set of points
and we again query with a segment b. We create the same data structure as described
above in Section 3.2. The main difference is that the edges of the Voronoi Diagram VorR
may be parabolic arcs. In the following we explain the implication of this change on the
datastructure. The main question concerns the shape of the dual e∗ of a parabolic arc
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y = 9x− 5

dualprimal

pq

Figure 7 A Voronoi edge e and the corresponding dual pseudo-wedge e∗. A line ` intersecting e
once also intersects the segment pq between the endpoints of the parabolic arc and thus `∗ ∈ pq∗. A
line intersecting e twice has a dual point between the wedge and a conic.

e. Furthermore we are interested in the shape of the lifted surface e#. To be precise, we
define the pseudo-wedge e∗ as the set of all points `∗, where ` intersects the edge e, and
e# = {(s, t,maxa∈`∩e d2(a, pe)) | `∗ = (s, t) ∈ e∗}. See Figure 7 for an example. The
following two lemmata determine the shape of e∗.

I Lemma 4.1. The points dual to the tangents of a parabola form a nondegenerate conic.

A conic is a curve described by an equation of the form ax2 + bxy+ cy2 + dx+ ey+ f = 0,
for some a, b, c, d, e, f ∈ R. A conic is nondegenerate if it is a circle, ellipse, parabola, or
hyperbola, that is, if it contains at least two points and no three collinear points.

I Lemma 4.2. For an edge e, the pseudo-wedge e∗ is an area bounded by three algebraic
curves each of degree at most two.

Sketch. Intuitively, a line ` whose dual is on the boundary of e∗ is tangent to the convex
hull of the parabolic arc e. Thus, ` either intersects one of the two endpoints of e or ` is
tangent to e. The curve of the dual points of lines tangent to e∗ is a conic by Lemma 4.1.
Therefore, e∗ is bounded by two lines and a conic. J

From Lemma 4.2 we deduce that the arrangement of pseudo-wedges E∗R has complexity
O(n2). Furthermore, the (vertical decomposition of the) arrangement of a random sample of
O(r2 log2 r) such pseudo-wedges is expected to be an 1/r-cutting of E∗R [7]. It then follows
we can compute an 1/r-cutting of size O(r2) in expected O(nr) time [3]. We now use the
same approach as in Section 3.2; that is, we recursively build 1/r-cuttings (for some constant
r), each cell storing a binary search tree whose nodes store an upper envelope of e# functions.
As we show next, each e# is an algebraic terrain of constant degree, which means their upper
envelope can be stored for O(logn) point location queries using O(n2+ε) space [9]. As before,
we obtain an O(n2+ε) size data structure that can be queried in O(log3 n) time.

I Lemma 4.3. The surface e# is an algebraic terrain of degree at most eight or the maximum
over two algebraic terrains each of degree at most eight.
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I Theorem 4.4. Let R be a set of n disjoint line segments in R2. In expected O(n2+ε) time
we can store R in a data structure of size O(n2+ε) such that given a query line segment b we
can compute −→D (b, R) in O(log3 n) time.

5 A Space-Time Tradeoff

Let k ∈ [1 . . . n] be a parameter. We describe how to adapt our data structure to reduce the
space used to O(nk1+ε), at the cost of increasing the query time to O((n/k) polylog k). The
main idea is to partition R2 into O(n/k) cells, such that in each cell ∇, there are only O(k)
points or line segments from R that contribute to VorR. We then build our data structure
from Theorem 4.4 on each such set. Unfortunately, a query segment b may now intersect all
O(n/k) cells, which ultimately yields a query time of O((n/k) log k+ log3 k). We additionally
store R to also compute −→D (R, b) efficiently.

I Theorem 5.1. Let R be a set of n disjoint line segments in R2, and let k ∈ [1 . . . n] and
δ ∈ (0, 1) be two parameters. In expected O(nk1+ε + n1+δ) time we can store R in a data
structure of size O(nk1+ε + n1+δ) such that given a query line segment b we can compute
D(b, R) in O((n/k) log k + log3 k + 21/δ logn) time.

Acknowledgments. Jérôme Urhausen and Jordi L. Vermeulen were supported by the Dutch
Research Council (NWO) under project no. 612.001.651.
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Abstract
In this paper, we focus on the parameterized complexity of Watchman Route problem on arrangement
of line Segments (WRS). We show that WRS is Fixed Parameter Tractable with respect to the
parameter k being the number of faces in the connected arrangement of line segments in a plane.
The proposed algorithm, which runs in time O∗(52k3k), transforms the connected arrangement of
line segments L into a plane straight-line graph G, performs a series of preprocessing steps and uses
a constraint propagation technique to find the optimal watchman route.

1 Introduction

The Watchman Route Problem (WRP) asks for a shortest closed path in the given polygon so
that every point in the polygon is visible from at least one point on the path. The WRP was
first introduced by Chin and Ntafos [2], as a variation of the art gallery problem. Dumitrescu
and Toth [6] proved that WRP is NP-hard if the polygon contains holes. The following
variants of WRP were considered in the literature [4, 5, 7, 8, 9, 10, 11]: for simple polygons,
for polygonal domains, and for arrangement of lines and line segments. The WRP on an
arrangement of line segments1 in a plane (WRS) is a special case of the WRP on polygonal
domains as one can consider a line segment as an alley or corridor of width zero. Xu [12]
showed that the WRS is NP-hard. Later, Dumitrescu, Mitchell and Zylinski [5] proposed a
simpler NP-hard proof for WRS. They added that the problem remains NP-hard even for
axis-aligned line segments, and they presented an O(log3(n))-approximation algorithm also.

Parameterized complexity offers a framework for solving NP-hard problems by measuring
their running time in terms of one or more parameters, in addition to the input size. A
problem with input size n, and a non-negative integer parameter k, is fixed-parameter
tractable (FPT), if it can be solved by an algorithm that runs in O(f(k)nc)-time or O∗(f(k))-
time, where f is a computable function depending only on k, and c is a constant independent
of k. We recommend interested readers to [3] for more details on the topic.

In this paper, we focus on the parameterized complexity of WRS, with the parameter k

being the number of faces. The parameterized version of the problem is as follows.

▶ Definition 1.1. k-WRS (k-Watchman route problem on line segments)
Input: A connected arrangement of line segments L with k faces.
Parameter: The integer k

Output: A minimum length closed walk contained in the union of the line segments in L
such that every line segment is visited (intersected) by the walk.

1 Consecutive coinciding line segments are considered as degenerate cases for L.

38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.



61:2 Watchman Routes on Line Segments

2 k-WRS is Fixed Parameter Tractable

In this section, we present our parameterized result for k-WRS. Figure 1 shows an example
of an arrangement L of line segments in a plane and its corresponding optimal closed walk
intersecting all line segments in L.

2.1 Transforming L into a plane straight-line graph
To start with, we transform the instance L into an equivalent plane straight-line graph PSLG.

Input: L, a connected arrangement of line segments.
Output: G, a plane straight-line graph (PSLG) corresponding to L.

Figure 1 L and its corresponding optimal
walk (shown in bold lines)
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Figure 2 PSLG G transformed from L
and Opt-W RG (shown in bold lines)

Each vertex vi ∈ V of G represents either an endpoint of a line segment or the intersection
point of two line segments. There exists an edge ei = (u, v) ∈ E between two vertices
u, v ∈ V , if the corresponding points of u and v have a line segment passing through them
without a vertex in between. The positions of vertices and edges in the plane are preserved
in order to fit the visibility and Euclidean distance criteria. We define visibility in PSLG as
follows.

▶ Definition 2.1. A vertex vj ∈ V or an edge ej ∈ E is visible to a vertex vi ∈ V if there
exists an alternating sequence of vertices and edges vi, ei+1, vi+1, ei+2, . . . , ej , vj , such that
slope(er) = slope(es) for every i < r, s ≤ j.

Alternatively, we say a walk covers a set of vertices or edges if the set of vertices or edges are
visible from at least one vertex in the walk. The k-WRS is translated into k-WRG, which
aims to find an optimal watchman route (Opt-WRG) in a PSLG G with k faces. An example
input and output with respect to PSLG is given in Figure 2. We denote Opt-Walk to be a
walk on G, which we intend to build through the subsequent sections.

2.2 Identification of required portion of Opt-WRG
In this section, we apply a preprocessing on G and then identify a few required portions of
Opt-WRG on the preprocessed G.

Leaf vertices for which the slope of the edge between the leaf and the parent vertex is the
same as the slope of some other edge incident with the parent vertex can be removed from
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the graph, as these leaf-parent edges will always be covered when the edge with the same
slope incident with the parent is covered. Next, we use Lemma 2.2 and 2.3 for identifying a
few walks that are required portions of Opt-WRG.

▶ Observation 2.2. A cut-vertex is a required portion of Opt-WRG on G.

▶ Observation 2.3. An edge ei = (u, v), where u and v are cut-vertices and ei is a cut-edge
(bridge), is a required portion of any Opt-WRG on G and is to be traversed back and forth.

In the trivial case, if G is a tree, then a closed walk by a depth-first traversal, on the above
identified vertices (shown as boxes in Figure 3) and edges gives Opt-WRG. For G, when
|F | > 1, a collection of open walks can be created where each walk is a depth-first traversal
on these vertices and edges (Figure 3). Consequently, we remove all cut-edges (bridges) and
then the isolated vertices from G, which gives us a 2-connected PSLG G (Figure 4). Details
of this approach is omitted due to space limitations.
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Figure 3 Collection of walks (Opt-W alk)
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Figure 4 Resultant 2-connected PSLG G

These collection of walks is then used to build Opt-Walk, which is discussed in the next
section.

2.3 Design of Opt-Walk on G

This section describes two structures that make up the 2-connected PSLG: cyclic strip and
path strip (collectively called strips).

▶ Definition 2.4. A cyclic strip is a cycle s = (v0, e1, v1, e2, . . . , vn−1, en, vn = v0) such that
for 1 ≤ i ≤ n− 1, degree(vi) = 2 in G.

▶ Definition 2.5. A path strip is a maximal path s = (v0, e1, v1, e2, . . . , vn−1, en, vn) such
that for 1 ≤ i ≤ n− 1, degree(vi) = 2 in G.

To denote a strip, we use the notation (vi, vj)-strip, where vertices vi, vj ∈ V denote
the end vertices of the sequence s. We call these end vertices strip-vertices (blue colored
vertices in Figure 4). For |F | > 2, strip-vertices have degree at least three (|F | = 2 is a
trivial case). In addition, let S denote a set of strips and SV denote a set of strip-vertices.
As with a graph G = (V, E), we define a strip graph SG = (SV, S) as a pair of sets SV and
S, where strip s ∈ S connects any two vi, vj ∈ SV . We use the notation SG \ si to represent
SG(SV, S \ {si}), and SG \ vi to represent SG(SV \ {vi}, S \ {(vi, vj)-strip ∈ S}).

EuroCG’22
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In our approach, strips are crucial, since they are a part of the 2-connected PSLG,
along which watchman routes can interact only in a finite number of ways. A watchman is
positioned on a strip-vertex vi and he attempts to determine the optimal walk on the strip.
The four walks explained in the next two sections illustrate his choices.

Walk that traverses both ends of a strip. We present two archetypes for an open walk on
a (vi, vj)-strip under the constraint (C1) that the walk traverses both vertex vi and vertex
vj of the strip (for example: green vertices in Figure 5 are vertices to be traversed).

If walk from vi is to end at vj , then the optimal walk (walk1) is vivi+1 . . . vj−1vj

If walk from vi is to end at vi, then two walks vivi+1 . . . vp−2vp−1vp−2 . . . vi+1vi and
vjvj−1 . . . vp+2vp+1vp+2 . . . vj−1vj that avoid the longest visible sub-string vp−1vpvp+1
constitutes the optimal walk (walk2) (bold lines in Figure 5).

1
1

2

1.4
1

1.4

v1 v2

v3 v4

v5 v6

v7

(a) Maximal visible sub-string is v3, v4, v5.

1
1.4

3

1.4
1

1.4

v1 v2

v3 v4

v5 v6

v7

(b) Maximal visible sub-string is v3, v4.

Figure 5 Examples for walk2 on (v1, v7)-strip. In Figure 5b, since v3 and v4 are cut-vertices,
they have to be traversed by walk2.

Walk that avoids visiting an end of a strip. We present two archetypes for an open walk on
a (vi, vj)-strip with the constraint (C2) that the walk traverses vertex vi and avoids traversing
vertex vj (for example: Red colored vertices in figure 6b). Let S′ = S \ {(vi, vj)-strip}.

If no walks on neighbouring strips (S′) cover the edge of the (vi, vj)-strip incident with vi,
then the optimal walk (walk3) on the strip is vivi+1 . . . vj−1, vj−2 . . . vi+1vi (Figure 6a).
If a walk on neighbouring strips (S′) covers the edge of the (vi, vj)-strip incident with vi,
then the optimal walk (walk4) on the strip is vivi+1 . . . vj−2vj−3 . . . vi+1vi (Figure 6b).

v1 v2

v3 v4

v5 v6

v7

v8

v9 v10

(a) walk3 has to traverse v5 as no other walk will
cover edge (v5, v6)

v1 v2

v3 v4

v5 v6

v7

v8

v9 v10

(b) walk4 has to traverse only till v4 as edge
(v5, v6) will be covered by some other walk

Figure 6 Example for walk3 (6a) and walk4 (6b) on (v1, v6)-strip represented using bold lines.

Figure 7 shows an approach that limits the number of possible walks on a strip according
to the constraints imposed on its strip-vertices.
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C1: s with vi and vj traversed

vi vj

Choices: walk1 or walk2

C2: s with vi traversed and vj avoided

vi vj

Choices: walk3 or walk4

Constraint: s with vi traversed

vi vj

Choices: walk1, walk2, walk3 or walk4

Figure 7 Determining walks based on constraints on the strip-vertices of a (vi, vj)-strip

2.4 FPT Algorithm for k-WRG
This section presents our FPT algorithm for k-WRG using the four walks (walk1, walk2,
walk3, walk4), along with the constraints used to design them. We first show how to compute
optimum walks on cyclic strips and then we propose an algorithm for calculating optimum
walks on path strips.

Assigning walks for cyclic strips. We observe that strip-vertex of a cyclic strip s is a
cut-vertex and is to be traversed. Hence, either walk1 or walk2, whichever is of minimum
walk length, is the optimal walk on s. Therefore, for each cyclic strip s ∈ S, we assign the
optimal walk and do the operations SG \ s and k ← k− 1 recursively. As a result, SG simply
contains path strips.

Assigning walks for path strips. Suppose walk1 or walk2 is chosen for a (vi, vj)-strip, then
this choice constraints vj to be traversed by Opt-Walk. Similarly, if walk3 or walk4 is chosen
for a (vi, vj)-strip, then it constraints vj to be avoided by Opt-Walk. In this way a choice
of a walk for a strip imposes constraints to be propagated to neighbouring strip-vertices of
strips. A Eulerian Path is a path in a graph that visits every edge exactly once. A Eulerian
Circuit is an Eulerian Path that starts and ends on the same vertex. Combining these ideas,
Algorithm 1 finds a minimum length closed walk starting from a strip-vertex vi which covers
G. Based on what we have discussed in previous sections, these are the rules we will follow
when constructing the walk from our algorithm:

1. Each assigned walk for a strip should comply with all constraints in the strip.
2. A walk constructed should attach with cut-vertices in a strip and should connect with

previously computed walks originating from these cut-vertices.

▶ Lemma 2.6. Algorithm 1 always returns an Opt-WRG on G given the strip-vertex vi is
traversed by Opt-WRG and runs in O∗(52|S|/33|S|/3)-time, where S is the set of strips.

Proof. Algorithm 1 recursively builds a collection of walks where each walk is assigned to a
strip in SG that starts from strip-vertex vi. There are five ways to traverse the strip: walk1,
walk2, walk3, walk4, and two walk1 for traversing to and fro. When a walk complies with
the constraints in the strip, it will be added to the collection Opt-Walk. Also, when a walk is
added to the collection, all the edges covered by the walk are removed from G. A collection
is finalized if all strips attached to traversed strip-vertices are exhausted. Each collection of
walks can be visualized as a directed graph. Each of the walks walk2,walk3,walk4 starts and
ends at the same strip-vertex vi, thus creating a self-loop edge. walk1 forms a single outgoing

EuroCG’22
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Algorithm 1: Finding optimal k-WRG starting from a strip-vertex
Input : < SG, vi, Opt-Walk, G >, a preprocessed strip-graph SG, a strip-vertex vi,

a partially computed Opt-Walk, and preprocessed PSLG G whose edges
are not covered

Output : Opt-Walk′, a minimum length closed walk that covers the preprocessed
2-connected PSLG G.

Assumption: strip-vertex vi is traversed by Opt-WRG.
1 Procedure Opt-Walk-Recursive(SG, vi, Opt-Walk, G)
2 if Eulerian Circuit exists for Opt-Walk and G has no edges then
3 return a Eulerian Circuit on Opt-Walk;
4 else
5 Opt-Walk′ ← a walk of infinite length;
6 s← select a strip in S(SG) which is incident with strip-vertex vi;
7 for each walki which is either walk1,walk2,walk3,walk4, or the to and fro

walk1 that meets the constraints for strip s do
8 Set-Walks← Opt-Walk ∪ {walki};
9 next-vi ← Select a traversed strip-vertex that is attached to at least one

strip in SG;
10 Temp-Opt-Walki ← Opt-Walk-Recursive(SG \ s, next-vi, Set-Walks, G\

edges covered by walki);
11 if |Temp-Opt-Walki| < |Opt-Walk′| then
12 Opt-Walk′ ← Temp-Opt-Walk;
13 end
14 end
15 return Opt-Walk′;
16 end
17 end

edge from vi to an adjacent strip-vertex. In the base case, we check if the directed graph
formed by an Opt-Walk has an Eulerian circuit, and that the walks within the Opt-Walk

collection cover G. If the conditions are satisfied, we return an Eulerian circuit as a closed
connected walk covering G. By comparing the length of each walk, the algorithm returns
the shortest walk, thus returning Opt-WRG.

The algorithm essentially finds unique permutations of walks on the |S| number of strips.
With five choices per strip we have 5|S| possible permutations. Given an undirected graph,
Eulerian circuits can be found in O(|SV |+ |S|)-time.

Optimization using Constraint propagation. For each walk assigned to an s ∈ S, the
strip-vertices of s get constrained to be either traversed or avoided. The maximum number
of walk choices on a strip constrained by constraint C1 is three, and the maximum number
of walk choices on a strip constrained by constraint C2 is two. Let a face be circumscribed
by vertices and strips in the order v0, s1, v2, .., vm−1, sm−1, vm = v0. For any arrangement of
walks on m strips, at least one strip will have both its strip-vertices traversed or avoided.
In the m strip graph, adding a face can create at most three additional strips, which is the
result of connecting two non-strip-vertices from two different strips. Suppose we compute
the choices of walks in the resultant graph. There would be two strips with five walk choices
and one strip with three choices. Hence, the marginal increase in time complexity is at
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most 52/331/3 and the Algorithm 1 runs in O∗(52|S|/33|S|/3) using the constraint propagation
technique. ◀

▶ Lemma 2.7. At least one strip-vertex in SG is to be traversed by Opt-WRG.

Proof. Assume none of the strip-vertices are traversed by an Opt-WRG, on SG having S ̸= ∅,
then the walk must traverse within the strips without traversing vi or vj of a (vi, vj)-strip
in SG. Since vi is connected to at least three strips, SG must have at least three strips. A
walk without visiting at least one strip-vertex cannot cover the other two strips. Thus, at
least one strip-vertex in SG is to be traversed by Opt-WRG. ◀

▶ Remark. For every vi ∈ SV , vi is of degree at least three, hence 2|S| ≥ 3|SV |. It is easy
to see that SG is also a planar graph. Thus, by extending Euler’s formula for SG, we get
|SV | − |S|+ |F | = 2 [1]. Therefore, the number of strips in SG is at most 3(|F | − 2).

To obtain the optimal watchman route, we invoke Algorithm 1 on every vertex vi ∈ SV ,
compare the walk lengths of Opt-Walk′ obtained from each function call, and choose the
shortest Opt-Walk′. Theorem 2.8 summarizes our result.

▶ Theorem 2.8. Opt-WRG for G is obtained in O∗(52k3k)-time.

Proof. From Lemma 2.6 and Lemma 2.7, it is clear that our final computation which iterates
through each strip-vertex in SV to find the minimum closed walk always return an Opt-WRG

for an SG. As the Algorithm 1 is invoked |SV | number of times, the total running time
becomes O∗(52k3k). ◀

The following corollary on k-WRS is a direct consequence of Theorem 2.8.

▶ Corollary 2.9. k-WRS is Fixed Parameter Tractable on the connected arrangement of line
segments L with the parameter k being the number of faces |F | and runs in O∗(52k3k)-time.
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Abstract
We introduce a definition of orientation for intersecting planar convex sets and study its properties.

1 Introduction

A family is intersecting if any two members of the family intersect, and it is 3-intersection-free
if no three members of the family have a common intersection. These were studied by Jobson
et al. [12] (see also Lehel and Tóth [14] and related recent results in extremal combinatorics
[16]) who showed that if three compact convex planar sets, A, B, C, form an intersecting
and 3-intersection-free family, then R2 \ (A ∪B ∪ C) has exactly one bounded component,
called the hollow of ABC, which we will denote as (ABC) (see Figure 1). They have also
shown that the convex hull of this hollow is a triangle with sides a, b, c, such that (apart
from its endpoints) side a is contained in A \ (B ∪ C), side b in B \ (A ∪ C), and side c in
C \ (A ∪B). We may refer to the vertices of this triangle as the vertices of the hollow, but
note that since the hollow is open, its vertices are not a part of it, only of its closure.

From now on whenever we refer to a convex set, it is always assumed to be compact.
The following lemma is a straightforward consequence of Lemma 1 in [12].

a b

c

A B

C

a c

b

A C

B

Figure 1 Three convex sets, A, B and C with negative (left) and positive (right) orientation and
their hollow, (ABC).
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I Lemma 1.1 (Jobson-Kézdy-Lehel-Pervenecki-Tóth [12]). Three pairwise intersecting compact
convex sets, A, B, C, that do not have a common point, enclose a hollow (ABC), and the
following four properties hold.

(a) (ABC) is a simply connected region.
(b) The boundary of (ABC) has exactly one arc from each of the boundaries of A, B and

C.
(c) The closure of the convex hull of (ABC) is a triangle with sides a, b, c such that (apart

from its endpoints) side a is contained in A \ (B ∪ C), side b in B \ (A ∪ C), and side c

in C \ (A ∪B).
(d) For any x ∈ B ∩ C, y ∈ A ∩ C and z ∈ A ∩B the orientation of the xyz triangle is the

same and agrees with the orientation of abc.

Define the orientation of ABC as the orientation of the triangle with sides a, b, c: if the
sides along the boundary of the triangle follow each other in a counterclockwise direction
as abc, then we define the orientation of ABC as positive, otherwise as negative. We also
define the orientation of three convex sets with a common intersection as zero. This way
we can assign an orientation to any three members of an intersecting family of convex sets
in the plane. To simplify notation, we assign a value from {±1, 0} to each ordered triple
according to their orientation and write (omitting the function assigning the value in notation)
ABC = +1, ABC = −1, ABC = 0, respectively, for positive, negative, zero orientations.1
From the definitions, it follows that ABC = CAB = BCA = −ACB = −BAC = −CBA.
We will call {±1, 0} value assignments to all triples of some base set satisfying the previous
equalities cyclic partial orientations, and if the zero value is not allowed, cyclic orientations.
Different orientations of interest are compared later in Figure 5.

Helly’s theorem says that if for some n ≥ 3 planar convex sets A1, . . . , An we have
AiAjAk = 0 for any i < j < k, then ∩n

i=1Ai 6= ∅; we will abbreviate this condition as
A1 . . . An = 0. We will also apply this shorthand notation for orientations of points, so for
example abcd = +1 means that the points a, b, c, d are the vertices of a convex quadrangle, in
this counterclockwise order. With this notation, Lemma 1.1(d) states xyz = ABC. Lemma
1.1(d) also implies the following.

I Corollary 1.2. If convex sets A, B, C enclose a hollow and convex sets A′ ⊂ A, B′ ⊂
B, C ′ ⊂ C are pairwise intersecting, then A′B′C ′ = ABC.

I Remark. Our definition only allows us to define an orientation for pairwise intersecting
triples of convex sets. This is unlike the situation in the case of the (quite different) definition
in [3, 4, 5] by Bisztriczky and Fejes Tóth (later also investigated in [6, 7, 11, 17, 19, 20, 21])
which primarily focused on Erdős-Szekeres type theorems.2 In these papers the condition on
the family of convex sets is that they are pairwise disjoint, or in later papers that they are
non-crossing. Such a family is in convex position if no set is covered by the convex hull of the
rest. In this case the orientation of ABC is determined by any points a ∈ A, b ∈ B, c ∈ C

chosen from the boundary of conv(A ∪ B ∪ C). This definition appeared explicitly in [11]
and is implicitly in earlier works—we will refer to it as the Bisztriczky-Fejes Tóth type
orientation. Note that if A, B, C are in addition also intersecting but 3-intersection-free, then

1 It might seem counterintuitive that the intersecting case is assigned 0 but this is the natural choice in
some cases; see also [18, Section 4].

2 For intersecting families, an Erdős-Szekeres type theorem with our definition of orientation follows
directly from Ramsey’s theorem.
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the Bisztriczky-Fejes Tóth type definition gives the same orientation as the one used in this
paper. But such families can contain at most four connected sets, as K5 is non-planar.

a

b

c

d

Figure 2 The following triples have positive orientation: abc, abd, adc, bdc

If a family of convex sets in the plane is intersecting and 3-intersection-free, we call it
holey. For example, any collection of lines in general position is holey, and the orientation
of any triple is determined by their slopes (see Figure 2). This orientation for lines is not
to be confused with the much studied arrangement types of lines which were shown by
Goodman and Pollack [8] to be the duals of order types of points. However, they also made
the following simple observation about the orientations of triples of lines, which is relevant
for us.

I Observation 1.3 (Goodman-Pollack [9]). If a holey family consists of lines `1, . . . , `n,
ordered according to their slopes in clockwise circular order, then the orientation of their
triples is the same as the orientation of the triangles of n points p1, . . . , pn in convex position,
ordered in counterclockwise order.

Our main motivation to study holey families is that it can be the first step to improve
our understanding of the intersection structure of planar convex sets, which can potentially
lead to improved weak ε-nets [1] and (p, q)-theorems [2]. The question is, what abstract
properties of the underlying geometric 3-hypergraphs are useful to derive interesting results.

In the following, we will call an abstract system of orientations of triples that can be
derived from a holey family of planar convex sets a C-3OSET (Convex Triple Orientations)
and its superfamily where the sets are only required to be pairwise intersecting a C-3POSET
(Convex Triple Partial Orientations). So a C-3OSET is roughly like an order type of points
in general position (sometimes this is called simple order type), while a C-3POSET would
correspond to an order type where we allow more than two points to be collinear (sometimes
this is called order type)—we will refer to this latter notion as partial order type (see Figure
5). In Knuth [13] these are referred to as partial signings that can be completed to form
order types.

Our results. In Section 2 we show that C-3POSETs satisfy a natural interiority condition,
and compare them with other well-studied cyclic orientations.
Due to space restrictions, the following topics will appear in the full version of the paper.
We give an example for a holey family that cannot be extended by adding another convex
set to it.
We examine which small configurations are realizable as a C-3OSET, and we find that up to
five elements, the single condition that the configuration satisfies Lemma 2.1, is sufficient.
On the other hand, we show that there is a five element configuration that corresponds to a
five-point partial order type but cannot be realized as a C-3POSET.
Finally, we study what happens if a C-3POSET also has the (4,3) property, that is, among
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any four convex sets there are three that have a common point. We derive some new abstract
properties, however, we also show that on their own they are not yet sufficient to prove a
(p, q) theorem.

2 Interiority

I Lemma 2.1 (Interiority Lemma). If A, B, C, O is an intersecting family of convex sets and
ABO = BCO = CAO = 1, then ABC = 1.

Proof. For a contradiction, suppose first ABC = 0. Fix some w ∈ A ∩B ∩ C, and take any
a ∈ A ∩ O, b ∈ B ∩ O and c ∈ C ∩ O and check the orientations of the triples of w, a, b, c

using Lemma 1.1(d). It follows that w ∈ conv(a, b, c) ⊂ O, contradicting that ABO = 1.
Now suppose ABC = −1. Take any a ∈ A ∩ O, b ∈ B ∩ O, c ∈ C ∩ O, z ∈ A ∩ B,

x ∈ B ∩ C and y ∈ A ∩ C. We can assume that these six points are in general position,
otherwise we could slightly perturb them, along with the convex sets containing them, if
necessary, without introducing a triple intersection. The conditions and Lemma 1.1(d) imply
that abz = bcx = cay = −1 and xyz = −1. Also, as there is no triple intersection, we know
that x, y, z /∈ conv(abc), b, c, x /∈ conv(ayz), a, c, y /∈ conv(bxz), a, b, z /∈ conv(cxy). We will
deal with two cases, depending on the orientation of abc. The lines ab, bc, ca divide the plane
into seven regions: a bounded triangle conv(abc), three unbounded cones, which we denote
by Va, Vb, Vc, respectively, indexed by their apexes, and three unbounded regions sharing a
side each with the triangle conv(abc), which we denote by Uab, Ubc, Uac, respectively, indexed
by the adjacent side of the triangle.

VaVb

Vc

Uab

UacUbc

b a

c

z

x

y

Figure 3 Case 1 of the proof of Lemma 2.1. Beware that in the figure xyz = 1 while in the proof
xyz = −1 but we could find no better way to depict contradicting assumptions.

Case 1: abc = 1 (see Figure 3).
The orientation conditions and x, y, z /∈ conv(abc) imply that x ∈ Vb∪Ubc∪Vc, y ∈ Vc∪Uac∪Va,
z ∈ Va ∪ Uab ∪ Vb.
Since xyz = −1, two of x, y, z must fall in the same cone Vi. Without loss of generality,
assume that x, y ∈ Vc. As c /∈ conv(ayz), and a is to the right of the directed line yc, z must
either lie to the right of line yc or to the left of the line ac. Since z lies to right of the line
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ab, if it lies to the left of ac then it is in Va. Hence z must lie to the right of yc. Similarly z

must lie to the left of xc. But this implies z ∈ Uab and xyz = 1, a contradiction.
Case 2: abc = −1.

The orientation conditions and x, y, z /∈ conv(abc) imply that x ∈ Uab ∪ Va ∪ Uac, y ∈
Ubc ∪ Vb ∪ Uab, z ∈ Uac ∪ Vc ∪ Ubc.
If any of x, y, z fall in a cone Vi, e.g., x falls in Va then y, z ∈ Ua,c and we can finish with a
similar argument as in the previous case.
Otherwise, say that a has an opposite point, if y ∈ Ubc or z ∈ Ubc and, similarly, b has an
opposite point, if x ∈ Uac or y ∈ Uac and c has an opposite point, if x ∈ Uab or y ∈ Uab. If a

does not have an opposite point, then y ∈ Uab and z ∈ Uac, which implies that both b and c

have an opposite point. Therefore, at least two of a, b, c have an opposite point, say, b and c.
But then the segments connecting b and c to their opposite points intersect inside conv(abc),
which gives a triple intersection, contradicting our assumptions. J

If ABO = BCO = CAO = 1 or ABO = BCO = CAO = −1 for some intersecting
family of convex sets, then we will write O ∈ conv(ABC). Note that the order of A, B, C

is irrelevant in the notation. This, however, can be quite misleading, as this notion of
convexity does not have many natural properties, as we will see. We say that the containment
O ∈ conv(ABC) is regular if O∩∂ (ABC)∩A, O∩∂ (ABC)∩B and O∩∂ (ABC)∩C

are connected, and we say that the containment O ∈ conv(ABC) is irregular if one of them
has more than one connectivity component (see Figure 4). If O ∈ conv(ABC) is regular,
then O ∩ (ABC) ∩ ∂A, O ∩ (ABC) ∩ ∂B and O ∩ (ABC) ∩ ∂C are a connected
curves.

B A

C

O

B A

C

O

Figure 4 Regular and irregular containment O ∈ conv(ABC).

Knuth [13] studied cyclic orientations that satisfy Lemma 2.1 under the name interior
triple system, according to Knuth “for want of a better name.” We want a better name, so we
will refer to such an orientation as a 3OSET (Triple Orientations), while if zero-orientations
are also allowed, then we call such a system a 3POSET (Triple Partial Orientations). We
believe these names are better as they are similar to POSETs, which would be a 2POSET
(Pair Partial Order) in our language.

Lemma 2.1 implies that the orientation of the triples of any holey family is a 3OSET. To
the best of our knowledge, such systems have not been studied anywhere except [13, Chapter
3], where the main result is that there are 2Ω(n3) different 3OSETs over n elements.

If we add another property (the definition of which we omit here), then we get a much
better studied notion, known under the names of CC systems, pseudoline arrangements, rank
3 oriented matroids. For order types and for pseudoline arrangements, see [10, Chapter 5],
while for oriented matroids, see [10, Chapter 6]. That property, however, is not satisfied by
holey convex families. In fact, not even the following weaker condition, that we define below.
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3OSET (triple orientations)

C-3OSET (convex
triple orientations)

interior transitivity

CC systems
pseudoline
arrangements
rank 3 oriented
matroids

order types

C-3POSET (convex
triple partial orienta-
tions)

3POSET (triple partial orientations)
interior triple
systems

partial order
types

Figure 5 A diagram illustrating the relationship of some related notions. A 3POSET is any cyclic
partial orientation of triples satsifying ABC = −ACB and Lemma 2.1. A 3OSET is a 3POSET
such that no triple is zero-oriented. A C-3OSET (resp. C-3POSET) is a subset of these that is
realizable with planar convex sets. C-3POSETs do not contain all partial order types, but we could
not establish the respective statement for order types.3

Knuth [13, Chapter 2, (2.4)] defines the interior transitivity condition as follows: If
D ∈ conv(ABC) and E ∈ conv(ABD), then E ∈ conv(ABC). The interior transitivity
condition is satisfied by the earlier mentioned CC systems, but it is strictly weaker than them.
Indeed, the number of orientations of triples of n sets that satisfy the interior transitivity
condition is 2Ω(n2 log n), while the number of CC systems is 2Θ(n2), and the number of CC
systems that are representable by planar point sets, known as stretchable arrangements/order
types, is 2Θ(n log n). We will see below that there are holey families that do not satisfy the
interior transitivity condition. However, the following weaker statement is true.
I Claim 2.2. Suppose A, B, C, D and E are elements of a holey family. If D ∈ conv(ABC)
and E ∈ conv(ABD), then D ∩ E ⊂ (ABC).
For the proof we need the following simple observation.

I Observation 2.3. Suppose A, B, C and O are elements of a holey family.
Then O ∈ conv(ABC) if and only if (ABO), (BCO), (CAO) ⊂ (ABC)∪A∪B∪C.

Proof of Claim 2.2. Since D ∩E intersects ∂ (ABD) which is contained in (ABC) ∪
A ∪B ∪ C by Observation 2.3, and D ∩ E cannot intersect A ∪B ∪ C as there are no triple
intersections, we get that D ∩ E ⊂ (ABC), as required. J

3 For the Bisztriczky-Fejes Tóth type definition of order types of convex sets, any point order type is by
definition realizable by convex sets, while in the other direction a configuration of convex sets whose
order type is not realizable by points was given in [20] answering a question of Hubard and Montejano.
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3 Discussion

Our definition of orientation can be generalized to intersecting pseudo-disk arrangements
and to d + 1 convex sets in Rd dimensions. We leave these for future research, just like the
following two important questions left open in this paper.
Is there an order type of planar points that is not a C-3OSET, i.e., not realizable by holey
planar convex sets?
What further properties of C-3POSET’s (orientations of intersecting planar convex sets) are
needed to obtain efficient (p, q) theorems?

Acknowledgments. We would like to thank Márton Naszódi for discussions during the
entire project.
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Abstract
Reeb graphs form a variant of level graphs that commonly arise in the field of topological data
analysis. The vertices of a Reeb graph are associated with a real-valued level. In the context of
topological data analysis, the level of a vertex usually corresponds to some imprecise measured
quantity. Due to this imprecision, nearby points in a Reeb graph may represent the same point in
the ground-truth.

We consider drawings of Reeb graphs in the plane, where the y-coordinate of a vertex is specified
by its level, and edges are drawn as y-monotone paths. We introduce the crossing radius as a quality
measure for Reeb graph drawings. Under this measure, level-planar drawings of Reeb graphs are
optimal if they exist. In this regard, our measure coincides with existing quality measures that
simply count the number of crossings. On the other hand, most Reeb graphs found in practice
do not admit level-planar drawings. In contrast to measures that count the number of crossings,
our measure associates a cost with each crossing, and returns the maximum cost over all crossings.
The cost of a crossing intuitively quantifies the likelihood that the necessity of a crossing can be
attributed to imprecise measurements. For this reason, crossing radius is a preferable measure in
the context of topological data analysis. We also show that for a given Reeb graph, computing a
drawing with optimal crossing radius is NP-hard.

1 Introduction

Reeb graphs have become an important tool in computational topology for the purpose
of visualizing continuous functions on complex spaces as a simplified discrete structure.
Essentially, Reeb graphs track for a given real-valued function on a topological space, how the
connectivity of its level sets changes as one continuously increases the function value. Each
connected component of a level set is represented as a point, which is either a vertex or a
point on an edge. As one increases the function value, level sets change and can create, merge,
split, or destroy components. Vertices correspond to such changes, and edges correspond
to components of level sets that do not change their connectivity for a given interval of
function values. (See Figure 1 for an illustration and Section 2 for a formal definition.)
Reeb graphs were originally introduced in [14], and recent work on computing Reeb graphs
efficiently [8, 13] has led to their increasing use in visualization and shape comparison [2, 15].

Despite their prevalence, surprisingly few tools from the graph drawing community are
used to draw or compare Reeb graphs. The only prior work that we are aware of considers
book embeddings of Reeb graphs [12]. Although of combinatorial interest, book embeddings
38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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Figure 1 Left: A manifold with a function (given by height). Right: its Reeb graph.

seem less practical for visualizing larger Reeb graphs. Reeb graphs generalize level graphs,
which are commonly studied in the context of level planarity [10, 9]. Several variations
on level planarity are known to be NP-hard [11], and our main result is inspired by such
reductions. In contrast to level graphs, vertices of Reeb graphs generally have a real-valued
function value as opposed to an integer-valued one. Although the exact level of a vertex is
irrelevant for most existing quality measures of graph drawings, the level of vertices carries a
significant meaning in the context of topological data analysis.

Our work is motivated by tools from topological data analysis, which seek to quantify the
“persistent” cycles and other topological features, in order to classify which ones are more
important. Our work is particularly motivated by recent works on comparing Reeb graphs
using the interleaving distance [5, 3]. At a high level, however, the interleaving distance
disregards small cycles, as they are less persistent, and it disregards crossings entirely, as
the embedding is not important for these distances. In contrast, traditional embedding
algorithms for level planarity seek to minimize only crossings (see for example [1, 7]), which
while important in our setup does not at all take the persistence of the crossing into account.

In this paper, we introduce a new comparison measure for Reeb (and hence also for
level) graphs, which we call the crossing radius. This measure compares embeddings of Reeb
graphs, but (in line with interleavings and in contrast to most graph drawing measures) it
does not count crossings between “nearby” points, as they are more likely (in the context of
Reeb graph) to be due to simple noise from the input data.

2 Reeb graphs and level planarity

For a graph G, its geometric realization |G| is a topological space consisting of a distinct
point for each vertex, and an interval (homeomorphic to [0, 1]) for each edge (u, v), such that
the endpoints of the interval are identified with the points corresponding to vertices u and v
respectively, and the intervals corresponding to different edges are interior-disjoint.

Traditionally [14], Reeb graphs are constructed from a topological space Y with a real
valued function g : Y → R as follows. Define an equivalence relation on the points of Y by
setting y ∼ y′ if and only if for some value a ∈ R, y and y′ lie in the same path-connected
component of g−1(a). The Reeb graph of (Y, g) is the quotient space X = Y/∼. Notice that
g(y) = g(y′) whenever y ∼ y′, so the Reeb graph automatically inherits a function f : X → R
such that f([y]) = g(y), where [y] denotes the equivalence class of y.

When the starting space and function are well behaved (e.g. Morse functions on manifolds
and generalizations [6, 5]), the resulting space can be represented as the geometric realization
of a graph, and the inherited function value increases strictly along edges. The endpoints of
an edge therefore necessarily have different function values, and we may assume that the
function value increases linearly along edges. In this article, we consider such Reeb graphs as
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v1

v2

v3
v4

v5

v6

Figure 2 A Reeb graph that is not level planar. The function is given by f(vi) = i.

our main object of study, rather than the spaces that give rise to Reeb graphs.

I Definition 2.1. A Reeb graph is a pair (G, f) consisting of a directed graph G = (V,E)
and a function f : |G| → R, such that f(u) < f(v) for any (u, v) ∈ E, and f interpolates
linearly along edges. Note that the function f is uniquely determined by its values on vertices.
Unless otherwise noted, we assume that G is connected.

A drawing of a graph G is a continuous map φ : |G| → R2 that maps its geometric
realization to the plane. Vertices are drawn at points in the plane, and each edge is drawn
as a path connecting its vertices. As we often want to study the coordinates separately, we
write φ =: (φx, φy). In the context of Reeb graphs, we are interested in drawings in which
one of the coordinates represents the associated function. Specifically, a level drawing of a
Reeb graph (G, f) is a drawing φ of G such that φy = f . Therefore, a level drawing φ of a
Reeb graph is uniquely determined by φx.

A drawing is plane if it is injective, and a Reeb graph is (level) planar if it admits a
plane (level) drawing. Although the underlying graph G of a level planar Reeb graph (G, f)
is necessarily planar, a Reeb graph (G, f) may not be level planar even if G is planar, see
Figure 2.

3 Crossing radius

We will now introduce crossing radius as a quality measure of level drawings of Reeb graphs
(G, f). Underlying this quality measure will be a family of metrics dy : f−1(y)× f−1(y)→ R.
For two points of |G| with the same function value y, their distance under dy is the minimum
value such that |G| contains a path from p to q whose function values deviates at most r
from the value y (at its endpoints), see Figure 3. Equivalently, for two points p, q ∈ |G| with

p q

dy(p, q)

y

Figure 3 The distance between p and q under dy is given by the length of the marked interval.
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f(p) = f(q) = y, we define dy(p, q) to be the minimum radius r such that p and q lie in the
same connected component of f−1([y − r, y + r]) ⊆ |G|.

For a given level drawing φ : |G| → R2 of (G, f), we define its crossing radius to be the
maximum value dy(p, q) over all crossings φ(p) = φ(q) =: (x, y) between distinct points p
and q. We define the crossing radius of a Reeb graph to be the minimum crossing radius
over all its level drawings.

4 NP-Hardness

We show by reduction from planar monotone 3-SAT that it is NP-hard to find a level drawing
with optimal crossing radius. The Planar monotone 3-SAT problem is NP-hard [4] and asks
whether a given formula ψ with the following properties is satisfiable. The formula ψ has
n Boolean variables x1, . . . , xn and is of the form

∧m
i=1 Ci, where each Ci is a clause. Each

clause has three variables, and is either positive (of the form xi ∨ xj ∨ xk) or negative (of
the form ¬xi ∨ ¬xj ∨ ¬xk). Additionally, there is a restriction in terms of the graph whose
vertices correspond to variables and clauses, and whose edges represent the containment of
variables in clauses. The formula has the property that this graph has a planar layout in
which all variables lie on a horizontal line, all positive clauses lie above that line, all negative
clauses lie below that line, and no edge crosses that horizontal line, see Figure 4 (left). For
our purposes, it will be more useful to derive a different layout of the same graph, in which
variables lie on a vertical segment, and all positive (resp. negative) clauses lie above and to
right (resp. left) of this segment, where again no edge crosses the vertical line through the
vertices, see Figure 4 (right). We may assume this layout to be part of the input. Call ψ a
YES instance if it is satisfiable, and a NO instance otherwise.

For brevity, we will call a level drawing of a Reeb graph cheap if it has crossing radius at
most r, and expensive otherwise. We show that deciding whether a Reeb graph has a cheap
drawing is NP-hard. For this, we construct, given Planar monotone 3-SAT formula ψ, a Reeb
graph (G, f) that has crossing radius at most r if and only if ψ is a YES instance. Figure 5
shows the Reeb graph corresponding to Figure 4. On a global level, our Reeb graph will
mimic the graph and layout accompanying the planar monotone 3-SAT instance. Vertices
are replaced by clause gadgets and variable gadgets, and edges by wires and split gadgets.

An important and reoccurring gadget in the construction is a switch gadget, see Figure 6(a).

x1 ∨ x4 ∨ x5

x1 ∨ x2 ∨ x4

x2 ∨ x3 ∨ x4

x1 x2 x3 x4 x5

¬x1 ∨ ¬x4 ∨ ¬x5

¬x1∨¬x2∨¬x3

x1 ∨ x4 ∨ x5

x1 ∨ x2 ∨ x4

x2 ∨ x3 ∨ x4

¬x5 ∨ ¬x4 ∨ ¬x1

¬x3∨¬x2∨¬x1

x1

x2

x3

x4

x5

Figure 4 (left) The planar graph corresponding to an example instance of planar monotone
3-SAT. Vertices (clauses and variables) are shaded. (right) A different layout of the same graph that
will be more useful for our purposes.
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x1

x2

x3

x4

x5

y = 0
y = r

Figure 5 The reduction for a YES instance with satisfying assignment (x1,¬x2, x3,¬x4, x5).

A switch gadget S has two vertices at some level y and two vertices at level y + r. Both
vertices at level y have edges to both vertices at level y+ r. By itself, any drawing of a switch
gadget will have crossing radius at most r, and for any YES instance, the Reeb graph |G|
will admit a drawing in which every crossing pair of points lies on a switch gadget (such as
in Figure 5). A switch gadget has two drawings that may be desirable, which we call the up
and the down positions. In both positions, S has a vertical left and right edge, and the other
two edges have a crossing near level y + r (in the up position) or y (in the down position).

Roughly speaking, in the up position, there will be space for part of |G| to be drawn in
the bottom part of the switch gadget (between its left and right edges), whereas in the down
position, there will be space for part of |G| to be drawn in the top part. More formally, we

> r

≤ r

> r

(a) (b) (c) (d)

r

Figure 6 (a) A switch gadget with a cheap drawing (and the corresponding path of radius ≤ r
marked in red). (b) A drawing with an expensive crossing, as indicated by the red path of radius
greater than r. (c/d) a switch gadget drawn in the up/down position allows something to be drawn
inside it on the bottom/top.
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say that for some drawing, some subspace H of |G| with f(H) ⊆ [y, y + r] is drawn inside S
if all of H lies between the left and right envelopes1 of S.

We can now describe the behavior of S in detail. Let U and D be nonempty subspaces of
|G|, such that for any s ∈ S and any p in U or D at the same level, we have df(s)(p, s) > r, so
that no point of U or D may cross S in any cheap drawing. Assume that for each component
C of U , we have [y + r/2, y + r] ⊆ f(C) ⊆ (y, y + r], and for each component C of D, we
have [y, y + r/2] ⊆ f(C) ⊆ [y, y + r). There exist drawings of S ∪ U ∪D such that either
all of U lies inside S or all of D lies inside S, and there are no crossings between different
components, see Figure 6(c) and (d). However, there exists no cheap drawing in which U
and D simultaneously lie inside S, see Figure 6(b).

Before elaborating on the remainder of the construction, we remark that although the
existence of cheap drawings for YES instances will be fairly straightforward, establishing
the non-existence of cheap drawings for NO instances is quite involved. We will therefore
dedicate the remainder of this article to providing an intuition for the construction and the
non-existence of cheap drawings for NO instances.

We refer back to the visual overview of Figure 5 to describe the various components of
the construction. The variable, clause, and split gadgets in our construction always connect
to each other using switch gadgets. The bottom half of the construction consists entirely
of variable gadgets. The variable gadgets are labeled xi and lie on a vertical path which
we call the spine. The spine consists of 2n edges of length 2r. This ensures that edges
connected to the spine at different heights cannot cross each other in any cheap drawing.
Edges connected at the same height can cross, but only near the point where they attach
to the spine. Every variable gadget connects to two switch gadgets at y = 0. These switch
gadgets cannot cross each other and ensure that the edges connected to the spine at the
same height must essentially lie on different sides of the spine. From this, we can conclude
that any cheap drawing will place the two switch gadgets of xi between the switch gadgets of
xi+1. Every variable gadget xi connects to an isolated vertex at y = r/2, that must lie inside
one of the two attached switch gadgets, so nothing can enter that switch gadget from above.
The n vertices at y = r/2 encode a Boolean assignment to the variables. If a variable occurs
in k positive (resp. negative) clauses, then k− 1 split gadgets will propagate a negative (resp.
positive) assignment of that variable to those clauses by preventing anything from entering
the split gadgets from above. Each clause is attached from above to three split gadgets, and
in any cheap drawing of the clause, at least one of the split gadget must allow something to
be placed inside from above (see Figure 7).

Acknowledgments. The authors wish to thank the reviewers for their helpful comments.

1 For standard drawings such as the up and down position, these left and right envelopes will simply be
the left and right edges. However, to handle adversarial drawings, we define the inside using envelopes.

> 2r
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Figure 7 (a)-(c) Satisfying assignments of a clause gadget. (d) A high crossing radius in case of
an unsatisfying assignment.
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Abstract
We study the problem of finding the shortest path with increasing chords in a simple polygon. A
path has increasing chords if and only if for any points a, b, c, and d that lie on the path in that
order, |ad| ≥ |bc|. In this paper we show that the shortest path with increasing chords is unique and
present an algorithm to construct it.

Related Version arXiv:2202.12131

1 Introduction

An s-t path σ has increasing chords if and only if σ is a directed path from some point s to t

and for any points a, b, c, and d that appear in that order on σ, the Euclidean distance between
a and d is greater or equal to the Euclidean distance between b and c [8]. Figure 1 shows an
example of a shortest s-t path with increasing chords in simple polygon P . Furthermore, a
path has increasing chords if and only if the path is self-approaching in both directions. A
path is self-approaching if, when traversing the path the Euclidean distance to any point on
the remainder of the path is not increasing.

Paths with increasing chords are closely related to beacon and greedy routing applications.
Path finding with beacon and greedy routing often results in paths that are directed curves
such that the distance to the destination is never increasing [2, 1, 4]. Paths with this property
are called radially monotone paths. If a path has increasing chords, then every subpath of
that path is radially monotone in both directions.

Furthermore, self-approaching paths and paths with increasing chords have the property
that the length of the path is bounded in comparison with the Euclidean distance between
the start and destination of the path. This bounding factor of paths with increasing chords

s
t

P

a

b

c

d

Figure 1 The shortest s-t path with increasing chords inside simple polygon P .
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p

hp

Figure 2 The normal hp of p, where p is a bend point.

s
t

P

a

cb

Figure 3 The shortest self-approaching s-t path inside simple polygon P .

is only 2π/3, whereas the bounding factor of self-approaching paths is approximately 5.3331
[9, 7].

The results of this paper are further discussed in the master’s thesis of Hagedoorn [6].

2 Preliminaries

An s-t path ζ is a directed curve that starts in point s and ends in point t. Moreover, path ζ

must lie entirely inside of polygon P , i.e. ζ ⊆ P . We define ζ(p, q) to be the subpath of ζ

that lies between points p and q. Paths in a Euclidean space can make smooth turns and
sharp turns. In order to differentiate between these types of turns, we use the standard
notation of a bend point (Fig. 2). A bend point b of a piecewise smooth curve ζ is a point
where the first derivative of ζ is discontinuous.

Furthermore, we define a normal hp to path ζ at point p to be the line through p ∈ ζ

such that hp is perpendicular to the tangent of ζ in p. If p is a bend point, then we use the
normal definition as proposed by Icking et al. [7]. This definition states that the normal to ζ

at p is the set of lines that are included in the double wedge between the perpendicular lines
to the tangents of the smooth pieces meeting at p (Fig. 2).

2.1 Self-approaching paths
Self-approaching paths were first described by Icking et al. [7]. A path π is self-approaching
if and only if for any points a, b, and c that appear on π in that order, the Euclidean distance
between a and c is greater or equal to the Euclidean distance between b and c (Fig. 3).
Furthermore, Icking et al. [7] showed the following normal property of self-approaching paths.
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t

P

Figure 4 Dead region Dt (red) for some point t in simple polygon P .

▶ Lemma 1 ([7]). An s-t path π is self-approaching if and only if the normal to π at any
point p ∈ π does not intersect the subpath π(p, t).

Bose et al. [3] proposed an algorithm for finding the shortest self-approaching s-t path
in a simple polygon P (Fig. 3). Their algorithm uses the notion of dead regions. A dead
region Dt for point t is a set of points such that for any point s ∈ Dt, no self-approaching
s-t path exists (Fig. 4). They proved that the shortest self-approaching s-t path π is the
s-t geodesic in P \ Dt, i.e. the set difference of the polygon and the dead region for point
t. Therefore, the shortest self-approaching s-t path consists of straight line segments and
segments that are boundaries of Dt. Moreover, they showed that if v is a point on π and v

lies on a boundary of Dt, then the normal hv to π at v must touch the subpath π(v, t). A
line ℓ touches a curve γ if there exists some point p such that ℓ ∩ γ = {p} and for the normal
hp to γ at point p, ℓ ∈ hp or ℓ = hp when p is a bend point or not, respectively.

The equations that define boundaries of Dt are transcendental equations and likely cannot
be solved or evaluated analytically [3]. Therefore, the shortest self-approaching path can
only be found if we assume these equations can be solved or that an approximation of the
path will be calculated.

2.2 Paths with increasing chords
As mentioned before, a path σ has increasing chords if and only if σ is self-approaching
in both directions. Furthermore, for paths with increasing chords we can again define the
normal property:

▶ Lemma 2. An s-t path σ has increasing chords if and only if the normal to σ at any point
p ∈ σ does not intersect the subpaths σ(s, p) and σ(p, t).

Proof. A path σ with increasing chords is self-approaching from s to t and from t to s.
Therefore, at any point p ∈ σ the normal properties of the self-approaching s-t and t-s paths
state that σ(s, p) and σ(p, t) cannot cross the normal to σ at point p. ◀

This property above can be reformulated in terms of the negative and positive half-plane.
Using the definition from Bose et al. [3], the positive half-plane h+

p of path ζ at point p is
the closed half-plane that is defined by normal hp to ζ and contains points q ∈ R2 such that
vector p⃗q makes a non-negative dot product with the tangent vector at point p. Analogously,
the negative half-plane h−

p contains points q ∈ R2 such that vector p⃗q makes a non-positive
dot product with the tangent vector at point p.

EuroCG’22
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p

hph−p

h+p

Figure 5 Example figure showing the normal hp at point p and the corresponding half planes h−
p

and h+
p .

s t

σ1

σ2
γ

Figure 6 Geodesic γ (purple) that lies between paths σ1 (blue) and σ2 (red) with increasing
chords.

▶ Corollary 3. An s-t path σ has increasing chords if and only if, for any line h normal to
σ at point p ∈ σ, the subpath σ(s, p) lies completely in the negative half-plane h−

p and the
subpath σ(p, t) lies completely in the positive half-plane h+

p .

3 Shortest Path with Increasing Chords

In this section we first show that a shortest s-t path with increasing chords in a simple
polygon is unique. Therefore, we only need to search for one shortest s-t path with increasing
chords. The following two proofs are extensions from the analogous propositions about
self-approaching paths given by Bose et al. [3]. The proofs of Lemma 4 and Theorem 5 can
be found in [5].

▶ Lemma 4. A geodesic path γ between two distinct paths with increasing chords σ1 and σ2
also has increasing chords (Fig. 6).

Using Lemma 4 we can prove the following Theorem.

▶ Theorem 5. A shortest s-t path with increasing chords in a simple polygon is unique.

In the next theorem we show that if we subtract the union of dead regions Dt and Ds

from a simple polygon P , then the shortest s-t path in this space is also the shortest s-t path
with increasing chords. This theorem is proven by contradiction. In more detail, we show
that if there is a point where the normal property is violated, then no self-approaching path
can exist.

▶ Theorem 6. Let s and t be two points in a simple polygon P . The shortest path between s

and t in P \ (Dt ∪ Ds) is the shortest s-t path with increasing chords in simple polygon P .

Proof. Assume that σ does not have increasing chords, hence the normal property is violated
at some point of σ. Let point p ∈ σ be the last point on σ for which the normal property
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p
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hp′

hp

s

t

σ

Figure 7 Shortest path σ (purple) where
the normal property does not hold in p′, nor-
mal hp touches point q that lies on subpath
ρ (blue) of σ.

q

h′′b

h′b
b

s

t

σ

Figure 8 Shortest path σ (purple) where
the normal property does not hold in p′, nor-
mal h′

b touches point q that lies on subpath
ρ (blue) of σ.

holds. Point p is not guaranteed to exist. However, if p exists, then there also exists point
p′ ∈ σ(p, t) such that p′ lies in the ϵ-neighborhood of p for arbitrary small ϵ and the normal
property does not hold in p′ (Fig. 7). Since in p′ the normal property does not hold, there is
some subpath ρ of σ(s, p′) or σ(p′, t) that lies in the positive or negative half-plane defined
by the normal through h′

p, respectively. Furthermore, the normal hp touches σ at some point
q ∈ ρ. However, if p does not exist, there exists a bend point b such that there are two lines
h′

b, h′′
b ∈ hb among the set of lines in the normal hb, such that h′

b touches σ at some point
q ∈ σ and h′′

b intersects σ (Fig. 8). All cases where p does not exist are simply analogous to
the cases where p exists. Therefore, we will only cover the cases where p exists.

We assume, without loss of generality, that line segment pq is horizontal, p lies to the
right of q, and σ(s, p) lies above hp. Let e be the segment of σ containing p and f be the
segment of σ containing q. We must consider the cases where q ∈ σ(s, p) and q ∈ σ(p, t).
Furthermore, since σ is a geodesic in P \ (Dt ∪ Ds) the segments e and f can be straight line
segments, or boundaries of a dead region of Dt or Ds. If f is a straight line segment, then
q must be an end point of f and thus be a vertex of polygon P . Here, we will only cover
the case where q ∈ σ(s, p), e is a boundary of Dt, and q is a vertex of P . For each possible
combination of the segment types of e and f and the location of q on the path σ we show
that these cases are not possible by contradiction. In this paper we prove that one of the
cases is not possible, the other possible cases follow similar ideas and can be found in [5].

Once we have shown that no point exists where the normal property is violated, σ indeed
has increasing chords by Lemma 1. Furthermore, σ must be the shortest path with increasing
chords. Any path that is shorter than σ must go through either of the dead regions Dt or
Ds. Therefore, any path shorter than σ cannot have increasing chords and σ must be the
shortest path with increasing chords.

Point q ∈ σ(s, p), e is a boundary of Dt, and q is a vertex of P (Fig. 9)

The center of curvature of σ at p must lie to the left of p. Otherwise the normal hp′ to σ

cannot intersect σ(s, p), as is depicted in Fig. 9a. Let πpt be the shortest self-approaching
path from p to t. Segment e is part of Dt, therefore there must be a point v ∈ πpt touched
by normal hp (Fig. 9b). Because πpt goes through v, hv is perpendicular to hp (if v is a
bend point, then there must be a line which is perpendicular hp in the set of normals hv).
Furthermore, πpt(v, t) lies completely in the positive half-plane h+

v by the half-plane property.
We will now show that in the region between pv and πpt(p, v) there are vertices of P . The
straight line segment pv concatenated to πpt(v, t) would be self-approaching. However, p′ lies
below hp, thus polygon P must intersect with vp. Therefore, the shortest self-approaching
v-s path πvs must first intersect or touch hp to the right of v at point w and later to the

EuroCG’22
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s
q

t

p
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σ

(a) The point of curvature of σ at point p lies
to the right of p.

s

q

t

pv
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σ

(b) The point of curvature v of σ at point p lies
to the left of p. The green path is the shortest
self-approaching p-t path.

s

q, w′

t

pv
w

σ

(c) The point of curvature v of σ at point p lies to the left of p.
The orange path is the shortest self-approaching v-s path, that
intersects with hp in w and w′.

Figure 9 Geodesic σ (purple) where point q ∈ σ(s, p), p lies on a boundary of Dt (red), and q is
a vertex of P .

left of v at point w′ (Fig. 9c). Thus, |vw′| < |ww′| which contradicts the self-approaching
property of πvs. Hence, this case is not possible if the geodesic between s and t exists. ◀

s

t

Figure 10 Polygon P with dead regions Ds (red) and Dt (blue), the geodesic (purple) of the
remaining area is the shortest path with increasing chords.

Using Theorem 6, the shortest s-t path with increasing chords in a polygon P can be
found by subtracting the dead regions Dt and Ds from polygon P (Fig. 10). Therefore, this
shortest path with increasing chords can be found in a similar manner to finding the shortest
self-approaching s-t path as described by Bose et al. [3]. As is the case for the algorithm
for the shortest self-approaching path, the shortest path with increasing chords can only be
found if we assume that transcendental equations can be solved or that an approximation of
the path will be calculated.



M. Hagedoorn and I. Kostitsyna 64:7

4 Conclusions

In this paper, we showed that the shortest s-t path with increasing chords in a simple
polygon is unique. Furthermore, we showed that the shortest s-t path in a polygon minus
the dead regions of s and t is the shortest path with increasing chords. Therefore, the
algorithm for finding the shortest path with increasing chords is similar to finding a shortest
self-approaching path.

A natural direction for future research is the question of whether an efficient algorithm
exists that can find a shortest s-t path with increasing chords in a polygon with holes. The
possibility remains open that this problem is NP-hard.
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Abstract
Continuous 2-dimensional space is often discretized by considering a grid of weighted square cells.
In this work we study how well a weighted tessellation approximates the space, with respect to
shortest paths. In particular, we consider a shortest path SPw(s, t), which is a shortest path from s

to t in the continuous weighted 2D-space, and a shortest grid path SGPw(s, t), which is a shortest
path in the tessellated weighted 2D-space. Our main result is that the ratio ‖SGPw(s,t)‖

‖SPw(s,t)‖ is at most
2√

2+
√

2
≈ 1.08, irrespective of the weight assignment.

1 Introduction

Geometric shortest path problems are a class of computational geometry problems where the
goal is to find an optimal path between two points s and t in a certain setting. Many variations
of shortest path problems exist, depending on the domain (e.g., discrete, continuous), the
objective function (e.g., Euclidean metric, link-distance, geodesic distance), or specific domain
constraints (e.g., obstacles in the plane, or holes in polygons).

An important shortest path problem is computing an optimal path in a geometric domain
when the cost of traversing the domain varies depending on the region. That is, the domain
consists of a weighted planar polygonal subdivision. Each region i of the subdivision has a
weight ωi, which represents the cost per unit of distance of traveling in that region. Thus,
the cost of traversing a region is typically given by the Euclidean distance traversed in the
region, multiplied by the corresponding weight. The resulting metric is often called the
weighted region metric, and the problem of computing a (weighted) shortest path between
two points under this metric is known as the weighted region problem (WRP) [19]. The WRP
is very general, since it allows to model many well-known variants of geometric shortest path
problems [6, 17].

Existing algorithms for the WRP are quite complex in design and implementation or have
very high time and space complexities [1, 2, 3]. They are sophisticated methods that usually
are based on variants of continuous Dijkstra, partitioning each edge of the subdivision in
parts for which crossing shortest paths have the same combinatorial structure (e.g., [19]),
or work by computing a discretization of the domain by carefully placing Steiner points

∗ P. B. is partially supported by NSERC. G. E., D. O. and R. I. S. are partially supported by
H2020-MSCA-RISE project 734922 - CONNECT and project PID2019-104129GB-I00 funded by
MCIN/AEI/10.13039/501100011033. G. E. and D. O. are also supported by PIUAH21/IA-062 and
CM/JIN/2021-004. G. E. is funded by an FPU of the Universidad de Alcalá.
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community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.
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v

(a)

v

(b)

Figure 1 Vertex v is connected to its neighbors in G4corner (left) and in G8corner (right).

(e.g., see [10]). The lack of exact algorithms for WRP is probably justified by algebraic
reasons: the problem has been recently proven to be impossible to solve in the Algebraic
Computation Model over the Rational Numbers [11]. Efficient algorithms for WRP only exist
for a few special cases, e.g., rectilinear subdivisions with L1 metric [9], or weights restricted
to {0, 1,∞} [14].

Real-time applications where the WRP arises, like robotics [13, 22, 23], gaming [16, 24]
or geographic information science [12], feature increasingly large amounts of information. All
these data are expected to be managed efficiently in terms of execution time and solution
quality. This emphasizes the need for high-quality approximate paths instead of optimal
paths, so, in practice, the problem is simplified in two ways. First, the domain is approximated
by considering a (weighted) tessellation, a subdivision with a simpler structure. Secondly,
optimal shortest paths in that simpler subdivision are approximated. The main technique
for decomposing the continuous space R2 into cells is by using navigation meshes [25],
subdivisions of the walkable space into polygonal regions that do not intersect. Regular grids,
convex polygons, or disks—of different sizes—are among the most frequently used region
shapes [25]. Navigation meshes allow efficient path planning in large environments as long as
the region weights are limited to {1,∞} (i.e., obstacles only). The simplest cell decomposition
technique to define and implement are regular grids since they are defined by the length of a
side of a cell and a reference coordinate. In a 2-dimensional space, only three types of regular
polygons can be used to tessellate continuous 2D environments, namely triangles, squares
and hexagons. The drawback with a grid is that it suffers from digitization bias [18], which
can be reduced by decreasing the size of the grid cells. However, this increases the number of
cells or regions. Still, even in the more general case where each region has an assigned weight,
regular grids are often used as navigation meshes, since they are easy to implement, are a
natural choice for environments that are grid-based by design (e.g., many game designs),
and popular shortest path algorithms such as A∗ can be optimized for grids [20]. Thus, in
practice, exact shortest paths are not computed: instead, an approximation is considered by
computing a shortest path on a weighted graph associated to the grid, called k-corner grid
graph (Gkcorner) [5].

In a k-corner grid graph the vertex set is the set of corners of the tessellation, and each
vertex is connected by an edge to a predefined set of k neighboring vertices, depending on
the tessellation and other design decisions. See Figures 1a and 1b for the 4-corner and the
8-corner grid graph in a square tessellation, respectively. (Analogous k-corner grid graphs
can be defined for triangular and hexagonal tessellations.) When the continuous space is
tessellated, each cell Si has a weight ωi ∈ R>0, and the cost of a segment πi traversing cell Si

is given by ωi‖πi‖, where ‖·‖ is the Euclidean norm. In the case where a segment π goes
along the boundary of two cells Sj and Sk, the cost is min{ωj , ωk}‖π‖.
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Figure 2 The cost of SPw(s, t) (blue) and a SGPw(s, t) (red) is 22.53, and 24, respectively, for a
cell side length of 2 in G4corner.

A shortest path in the continuous weighted space will be denoted SPw(s, t). A path in
Gkcorner is called a grid path; a shortest grid path between the two vertices s and t will be
denoted SGPw(s, t). See the blue path SPw(s, t), and the red path SGPw(s, t) in Figure 2
for a comparison between these two types of paths in G4corner. Note that in all figures in
this work, cells that are not depicted are considered to have infinite weight. Exact shortest
paths for regions with weights in {0, 1,∞} were studied in [17, 19]. Also, shortest grid paths
for the case of weights of the cells being 1 or ∞ have been previously studied in [4].

Since SGPw(s, t) is considered as an alternative to SPw(s, t), the aim of this work is to
quantify the relation between the weights of these two paths. In this paper we focus on
G8corner. In particular, we are interested in maximizing the ratio R = ‖SGPw(s,t)‖

‖SPw(s,t)‖ , since it
indicates the worst possible approximation factor of a shortest grid path.

2 Previous results

Almost all previous bounds for the ratio R consider a limited set of weights for the cells. Nash
[21] considered only weights in the set {1,∞} and proved that the weight of SGPw(s, t) in
hexagonal G6corner and G12corner, square G4corner and G8corner, triangle G6corner and G3corner
can be up to ≈ 1.15, ≈ 1.04, ≈ 1.41, ≈ 1.08, ≈ 1.15, and 2 times the weight of SPw(s, t),
respectively. When the weights of the cells are allowed to be in R>0, the only previous
results that we are aware of are a result by Jaklin [15] for square tessellations and another
type of shortest path (with vertices at the center of the cells) showing that R ≤ 2

√
2, and

our recent upper bound of R = 2√
3 when weighted triangular cells are considered [7]. The

main contribution of this paper is to apply a similar method as in [7] to a weighted square
tessellation. However, in a square tessellation, we need a more exhaustive analysis since now
we have more cases to analyze. Moreover, we have to consider other types of grid paths that
help us to improve the worst-case ratio.

3 ‖SGPw(s,t)‖
‖SPw(s,t)‖ ratio in G8corner for square cells

We are interested in maximizing the ratio ‖SGPw(s,t)‖
‖SPw(s,t)‖ when each vertex of the graph is placed

at the corners of the square cells, and is connected to 8 neighboring vertices, i.e., in G8corner.
We will assume that SPw(s, t) is unique. Furthermore, we will consider from now on that
every cell has a positive real value associated to them. Due to space limitations, we defer to
the full version of the paper the full explanation of this section.
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s = a1 = u1

t = a7 = u5

S1 S2

S3 S4

S5

S6

a2 = u2

a3
a4

a5 = u3 a6 = u4

Figure 3 Shortest path SPw(s, t) (blue) and crossing path X(s, t) (orange) from s to t.
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Figure 4 The sequence Xi of vertices that defines the crossing path X(s, t) in a square cell Si is
depicted in orange. The path SPw(s, t) is shown in blue; and X(s, t), in orange.

3.1 Crossing path and weakly simple polygons
SGPw(s, t) and SPw(s, t) can be very different in both shape and length. Thus, we need to
define a restricted class of grid paths, called crossing paths X(s, t)), whose behavior will be
easier to control. Since X(s, t) is a grid path, its length is an upper bound for the length of
the shortest grid path.

Let (S1, . . . , Sn) be the ordered sequence of consecutive cells intersected by SPw(s, t) in a
square tessellation S. Let ai and ai+1 be, respectively, the points where SPw(s, t) enters and
leaves Si, for i ∈ {1, . . . , n}, see Figure 3. Then, the crossing path X(s, t) from a vertex s
to a vertex t in S is defined by the sequence (X1, . . . , Xn), where Xi is a sequence of up to
three vertices of Si, determined by the pair (ai, ai+1). The key property of X(s, t) is that we
want it to traverse only the edges of the cells that SPw(s, t) traverses. In order to guarantee
that, the exact sequence of vertices depends on a number of cases that are determined in the
full version of the paper. Figure 4 depicts some of the sequences Xi.

Applying the mediant inequality to X(s, t) and SPw(s, t), we first observe that the ratio
‖X(s,t)‖
‖SPw(s,t)‖ of the whole path can be upper-bounded by the maximum among all the ratios
‖X(ui,ui+1)‖
‖SPw(ui,ui+1)‖ , where ui and ui+1 are two consecutive points where X(s, t) and SPw(s, t) co-
incide. In case X(s, t) and SPw(s, t) share one or more segments, we define the corresponding
points as the endpoints of each of these segments, see u3 and u4 in Figure 3.

Let (s=u1, u2, . . . , u` = t) be a sequence of consecutive points where X(s, t) and SPw(s, t)
coincide. The union of SPw(s, t) and X(s, t) between two points uj and uj+1, for 1≤j<`,
induces a weakly simple polygon (see [8] for a formal definition). We distinguish two types
of weakly simple polygons. In the first type, called P 1

k , the points uj and uj+1 belong to the
same cell, and X(uj , uj+1) and SPw(uj , uj+1) intersect k+1 different edges of the tessellation,
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P 1
0

P 1
1

Si

P 1
2

uj uj

uj+1

uj+1 uj

uj+1

ei1

Si Si

Figure 5 Weakly simple polygons P 1
k , for k = {0, 1, 2}, and the subpaths SPw(uj , uj+1) (blue)

and X(uj , uj+1) (orange) in a square tessellation.

Pm−i+1
1

uj

uj+1

Si

Si+1

Sm

Pm−i+1
2

uj

Si

Si+1

uj+1

Sm

Figure 6 Weakly simple polygons P m−i+1
1 and P m−i+1

2 , and the subpaths of SPw(s, t) (blue)
and X(s, t) (orange) between uj and uj+1 in a square tessellation.

for 0≤k≤2, see Figure 5. In a square tessellation, it is possible for two consecutive crossing
points to belong to cells that are not adjacent, see uj and uj+1 in Figure 6. Hence, we
need to define another type of weakly simple polygon, called Pm−i+1

k , where m−i+1 is the
number of cells intersected by SPw(uj , uj+1), and k+1 is the number of different edges of
Sm intersected by X(uj , uj+1) and SPw(uj , uj+1), for k ∈ {1, 2}, see Figure 6.

The full definition of the weakly simple polygons is deferred to the full version of the
paper. However, one can show that, by the definition of the crossing path X(s, t), these are
the only weakly simple polygons that can arise. Thus, our goal will be to maximize the ratio
‖X(uj ,uj+1)‖
‖SPw(uj ,uj+1)‖ , for all j ∈ {1, . . . , `−1}, in each of the weakly simple polygons.

3.2 Bounding the ratio for weakly simple polygons
Before maximizing the ratio ‖X(uj ,uj+1)‖

‖SPw(uj ,uj+1)‖ in each of the weakly simple polygons, we will
reduce the number of polygons. In this way, we will reduce the number of calculations. First,
we can see that ‖X(uj ,uj+1)‖

‖SPw(uj ,uj+1)‖ =1 in P 1
0 . Also, P k

2 is a particular case of P k+1
1 . Analogously,
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t

s

ω1 = 1

Figure 7 The ratio between the weight of X(s, t) (orange) and the weight of SPw(s, t) (navy
blue) is

√
2. The ratio between the weight of the cyan grid path and SPw(s, t) is 1.
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ωi+1

uj+1

w
vi3=vi+1

2

vi2
vi1

vi+1
4vi+1

3

uj

Figure 8 Subpaths of SPw(s, t) (blue), X(s, t) (orange), Π1
i (s, t) (cyan), and Π2

i (s, t) (green). By
definition of the shortcut paths, X(s, vi

1) = Π1
i (s, vi

1) = Π2
i (s, vi

1), X(vi
3, t) = Π1

i (vi
3, t), X(vi+1

3 , t) =
Π2

i (vi+1
3 ).

after some calculations, we are able to prove that the ratio in a weakly simple polygon of
type P k

1 , for k ≥ 2, is maximized when k = 2. Thus, using this result, we get that the only
relevant spanning ratios are those in the polygons of type P 1

1 , and P 2
1 .

The edges of the crossing path X(s, t) are edges of the tessellation. However, a grid path
in G8corner can also use diagonals. Furthermore, X(s, t) is defined based on the points where
SPw(s, t) intersects the edges of the square cells, so it might not be a shortest grid path.
Hence, the ratio ‖X(uj ,uj+1)‖

‖SPw(uj ,uj+1)‖ could be larger than the ratio ‖SGPw(s,t)‖
‖SPw(s,t)‖ , see Figure 7.

Thus, we define two additional classes of grid paths, called shortcut paths Π1
i (s, t)

and Π2
i (s, t), see Figure 8. These paths intersect almost all the edges intersected by X(s, t),

and imply a better fit in case SPw(s, t) intersects two parallel edges or is close to the diagonal
of a cell. Thus, they allow us to find a tighter upper bound for the ratio ‖SGPw(s,t)‖

‖SPw(s,t)‖ .
Π1

i (s, t) is defined when X(s, t) intersects a P 1
1 , or a P 2

1 , while Π2
i (s, t) is just defined

when X(s, t) intersects a P 2
1 . So, let (Sk, . . . , Sm) be the sequence of consecutive cells in S

for which there exists a shortcut path Π1
i (s, t), Π2

i (s, t), i ∈ {k, . . . ,m}. The key idea to
prove the upper bound in each of the weakly simple polygons, is to obtain a relation between
the weights of (Sk, . . . , Sm). So, we prove that if the weights of X(s, t), Π1

i (s, t) and Π2
i (s, t)

are not equal, then the weights of some cells can be modified so that the ratio between the
shortest grid path and the shortest path increases. Hence, the ratio ‖SGPw(s,t)‖

‖SPw(s,t)‖ is maximized
when ‖X(s, t)‖= ‖Π1

i (s, t)‖= ‖Π2
i (s, t)‖ in G8corner. Thus, using this fact, we proceed to
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calculate an upper bound on the ratio ‖X(uj ,uj+1)‖
‖SPw(uj ,uj+1)‖ in weakly simple polygons of type P 1

1
and P 2

1 when ‖X(s, t)‖=‖Π1
i (s, t)‖=‖Π2

i (s, t)‖. However, even with this simplification, we
need to split each ratio into different subcases to prove that ‖X(uj ,uj+1)‖

‖SPw(uj ,uj+1)‖≤ 2√
2+
√

2
. Finally,

since ‖SGPw(s, t)‖≤‖X(s, t)‖, and using the mediant inequality, we obtain our main result.

I Theorem 3.1. In G8corner, an upper bound on the ratio ‖SGPw(s,t)‖
‖SPw(s,t)‖ is 2√

2+
√

2
≈ 1.08.

4 Conclusions

We proved an upper bound for the ratio between the lengths of a shortest grid path in the
8-corner grid graph and a shortest path. Following an analogous procedure we can obtain an
upper bound for the ratio ‖SGPw(s,t)‖

‖SPw(s,t)‖ in G4corner, as well as for hexagonal tessellations. The
main differences lie in the number of weakly simple polygons to analyze. Also, we have to
take into account a different number of shortcut paths.
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Abstract
Let S be a planar point set in general position, and let P(S) be the set of all plane (straight-line)
spanning paths for S. A flip in a path P ∈ P(S) is the operation of removing an edge e ∈ P and
replacing it with a new edge f on S such that the resulting graph is again a path in P(S). Towards
the question whether any two plane spanning paths of P(S) can be transformed into each other by
a sequence of flips, we give positive answers if S is a wheel set, an ice cream cone, or a double chain.
On the other hand, we show that in the general setting, it is sufficient to prove the statement for
plane spanning paths with fixed first edge.

Related Version A full version of this paper is available at https://arxiv.org/abs/2202.10831

1 Introduction

Let S be a set of n points in the plane such that no three points in S are collinear (this
property is called general position of S). Let P(S) be the set of all plane (i.e., crossing-free),
straight-line spanning paths for S. A flip on a path P ∈ P(S) is the operation of removing
one edge e ∈ P and replacing it with a new edge f on S such that the resulting graph is again
a plane spanning path form P(S) (note that e and f might cross). Unless stated otherwise,
all paths in this paper are plane, spanning, and straight-line.

The question we consider is the following. Given two paths Ps, Pt ∈ P(S), can we always
transform the starting path Ps into the target path Pt by a sequence of flips? Or, to phrase
it in a more graph-theoretic manner: the flip-graph (on P(S)) is defined to have vertex set
P(S) and two vertices form an edge if and only if the corresponding paths differ by a single
flip. Then, we are concerned with the question, whether the flip-graph is connected for any
point set S.
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Type 1 Type 2 Type 3

Figure 1 For Type 1 flips, the two involved edges share a common endpoint. For Type 2, the
union of both paths is a plane spanning cycle (note that Type 2 flips can be simulated by a sequence
of Type 1 flips). For Type 3, the two involved flipping edges cross, while the rest of the cycle is
plane.

Flips in geometric graphs are a local but very powerful operation, see the survey of Bose
and Hurtado [3]. On page 71, Bose and Hurtado write: “We are unaware of any progress for
the same problem (obtaining a connected flip-graph for Hamiltonian crossing-free paths) on
generic point sets.”

Akl, Islam, and Meijer [2] showed that the flip graph is connected with diameter at most
2n− 5 for any n ≥ 3 points in convex position, and for any n ≤ 8 points in general position.
Slightly later, tight bounds were derived by Chang and Wu [4]: if S is in convex position,
then the diameter of the flip graph of P(S) is exactly 2n− 5, for n = 3, 4, and exactly 2n− 6,
for n ≥ 5.

There are different types of possible flips in a plane spanning path P ∈ P(S), but here we
will mostly focus on Type 1 flips (see Figure 1 for other types of flips): enumerate the vertices
of P as p1, . . . , pn. Then, a Type 1 flip consists of replacing an edge pi−1pi of P , i > 2, by
the edge p1pi. It results in the path pi−1, . . . , p1, pi, . . . , pn (of course, the flip is only valid if
the resulting path is still plane). In other words, a Type 1 flip inverts a contiguous chunk
from one of the two ends of P .1

Our Results. First, we verify by a computer assisted proof with the help of the order type
database [1] that the flip graph is connected for any set of n ≤ 10 points.

For the general setting, we pursue two directions. On the one hand, we extend the proof
of Akl et al. [2] to point sets in wheel, ice cream cone, and double chain configuration, the
result for the double chains being the main contribution (see Theorem 6 in Section 2).

On the other hand, we show that it is sufficient to consider the flip-graph for paths where
the first edge is fixed. More precisely: for distinct p, q ∈ S, let P(S, p) be the set of all plane
spanning paths for S that start at p, and let P(S, p, q) be the set of all plane spanning paths
for S that start at p and have pq as their first edge. We conjecture:

I Conjecture 1 ([2]). For any finite set S ⊂ R2 in general position and any two paths
Ps, Pt ∈ P(S), there is a sequence of flips transforming Ps into Pt.

I Conjecture 2. For any finite set S ⊂ R2 in general position, any p ∈ S, and any two
paths Ps, Pt ∈ P(S, p), there is a sequence of flips transforming Ps into Pt such that all
intermediate paths are in P(S, p).

1 The corresponding flip at the other end of the path replaces an edge of the form pjpj+1, j < n− 1 by
the edge pjpn, resulting in the path p1, . . . , pj , pn, . . . , pj+1.
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p1

p2

p3

Figure 2 Example where the flip graph is disconnected if the first three points of the paths are
fixed. The solid path cannot be flipped, but there is at least one other path (dotted) with the same
three starting points.

Figure 3 A double chain. Boundary edges are solid, bridge edges dashed, and chordal edges
dotted (not all edges are drawn).

I Conjecture 3. For any finite set S ⊂ R2 in general position, any distinct p, q ∈ S, and
any two paths Ps, Pt ∈ P(S, p, q), there is a sequence of flips transforming Ps into Pt such
that all intermediate paths are in P(S, p, q).

We show (Lemmas 8 and 9 in Section 3) that for any fixed n, a positive answer to
Conjecture 3 implies a positive answer to Conjecture 2, and similarly a positive answer to
Conjecture 2 implies a positive answer to Conjecture 1.

Given Conjectures 1–3, one might think that an analogous statement for paths with a
common starting sequence p1, p2, . . . , pk of k ≥ 3 points might also hold. Figure 2, however,
shows a counter-example with 7 points for k = 3.

2 Special classes of point sets

We prove the connectedness of the flip-graph for wheel sets, ice cream cones, and double
chains. Due to space constraints, however, we focus only on our main result, namely double
chains. Our strategy is always to transform some path to a canonical path (consisting only
of certain edges).

A double chain consists of two convex chains (each containing at least two points) with
opposed concavity such that (i) the convex hull forms a quadrilateral (where the left and
right endpoints of upper and lower chain form the extreme vertices) and (ii) no line through
two points of the same chain separates the other chain (see e.g. [5, 3]). We classify the edges
as follows: boundary edges are the edges between consecutive points on the upper and the
lower chain, as well as the two special boundary edges between the two left and between
the two right extreme points; bridge edges are the edges that connect the upper and the
lower chain (except for the leftmost and rightmost such edge); all the other edges are chordal
edges. A crucial property of double chains is the fact that boundary edges are uncrossed.
We denote the class of double chains by DC (see Figure 3 for an illustration).

We define a (combinatorial) distance on the boundary of S, the plane cycle formed by the
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p1

pi

pi−1

pn
p1

pi pi−1

pn
pi+1

Figure 4 Illustration of Observation 4 (left) and Observation 5 (right). Replacing the dashed
edge by the dotted forms a valid flip.

boundary edges2: let S ∈ DC, and let p, q ∈ S be two points on the boundary of S.3 Further,
let o ∈ {cw, ccw} be an orientation. We define the distance between p and q in direction o,
denoted by do(p, q), as the number of boundary edges along the boundary that lie between p

and q in direction o. Also, let the distance between p and q be

d(p, q) = min{dcw(p, q), dccw(p, q)}.

Note that neighboring vertices (along the boundary) have distance 1. Associating the pairs
of vertices with an edge, we may also speak of the distance of an edge, i.e., the distance of
an edge is just the distance between its endpoints. The total or overall distance (of a plane
spanning path) is just the sum of all distances of its edges.

Let S ∈ DC, and let P = p1, . . . , pn ∈ P(S). For i = 1, . . . , n− 1, we call the two vertices
pi, pi+1 consecutive along P , and we say that pi is the predecessor of pi+1 and that pi+1 is
the successor of pi. We emphasize that the terms consecutive, predecessor, and successor are
reserved for the order along paths, whereas the terms neighboring and neighbors always refer
to vertices that are incident to a common boundary edge of S.

The following observations will be useful to verify the validity of a flip (the first holds
because no boundary edge is crossed by another edge on S), see also Figure 4:

I Observation 4. Let S ∈ DC, and let P = p1, . . . , pn ∈ P(S) be a plane spanning path on S.
Let pi, i 6= 2, be a neighbor of p1. Then, the edge pi−1pi can be flipped to the edge p1pi, i.e.,
replacing pi−1pi by p1pi results in a valid plane spanning path for S.

I Observation 5. Let S ∈ DC, and let P = p1, . . . , pn ∈ P(S) be a plane spanning path on S.
Let p1, pi, i 6= n, be neighbors on the same chain. Then, the only edge of P that p1pi+1 may
cross is pi−1pi. In particular, if pi−1pi is a boundary edge, replacing pipi+1 by p1pi+1 forms
a valid flip.

The following theorem constitutes the main result of this section. We illustrate the main
ideas and structure of the proof, but postpone the most involved cases to the full version.

I Theorem 6. Let S ∈ DC, and let P, Q ∈ P(S) be two plane spanning paths on S. Then,
P can be transformed to Q in O(n2) flips.

Proof. Let P = p1, . . . , pn ∈ P(S), and consider the edge e = p1p2. Let pi, i 6= 2 be a
neighbor of p1 and whenever we have the choice, we pick pi to be a neighbor such that
p1pi does not form a special boundary edge (if both neighbors fulfill this property, pick one
arbitrary). We denote f = pi−1pi. We describe a process where in each iteration we either:

2 We emphasize that the boundary of S is distinct from the convex hull of S.
3 Note, in the setting of double chains, any vertex is on the boundary.
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p1 pi

pi−1pn

e f

(a) Case 1

p1

pi

pi−1
pn

e
f

pi+1

(b) Case 2.1

p1
pi

pi−1

pi+1

pn

pj

pj+1

pj−1

(c) Case 2.2

Figure 5 Illustration of the three cases of Theorem 6. The solid paths together with the dashed
edges form the initial path. Then, the dashed edges are replaced by the dotted (in (b), pay attention
to the order of the flips). (c) illustrates some of the intricacies, if the starting edge is a boundary
edge. None of the flips in the previous cases are valid here (no matter from which endpoint the path
is viewed).

(i) increase the number of boundary edges (while not increasing the overall distance of P ), or
(ii) decrease the overall distance of P (while not decreasing the number of boundary edges).

We can assume, w.l.o.g., that the endpoints of P are not neighbors, since otherwise
we add the edge p1pn and remove an arbitrary (non-boundary) edge. We distinguish the
following cases:

Case 1 f is not a boundary edge.
Then, we can simply replace f by p1pi (forming a proper flip by Observation 4). This
increases the number of boundary edges and decreases the overall distance (recall that
boundary edges have distance one and all other edges distance at least two).

Case 2 f is a boundary edge.
Then, the edge pipi+1 is not a boundary edge, since pi already has the two neighbors p1
and pi−1.

Case 2.1 e is not a boundary edge.
Note that, since e is not a boundary edge, p1pi is not a special boundary edge.
We apply the following flips:

replace pipi+1 by p1pi+1 and
replace e by p1pi.

The first flip is valid by Observation 5 and the second flip by Observation 4. The first
flip may increase the overall distance by at most one, but the second flip decreases the
overall distance by at least one. Hence, the overall distance does not increase. On the
other hand, we increase the number of boundary edges.

Case 2.2 e is a boundary edge.
The case where e and f are both boundary edges is surprisingly intricate (especially
when p1 and pi lie on different chains). It is easy to see that either d(p1, pi+1) < d(pi, pi+1)
or d(pi−1, pi+1) < d(pi, pi+1) holds and our goal is to perform the corresponding flip
that decreases the distance. However, if p1 and pi lie on different chains, we need to be
very careful in order to preserve planarity (the details can be found in the full version
of this paper).

Recursively applying above process, we will eventually transform P to a canonical path
that consists only of boundary edges (the only paths with minimum overall distance). Doing
the same for Q and noting that any pair of canonical paths can be transformed into each
other by a single flip, the connectedness of the flip-graph follows.
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Concerning the required number of flips, note that any edge has distance at most n
2 − 1

and the path has n− 1 edges. Hence, the total number of iterations to transform P into a
canonical path is at most

(
(n− 1) ·

(n

2 − 2
)

+ (n− 1)
)
∈ O(n2)

Furthermore, any iteration requires at most two flips and hence, the total number of flips to
transform P into Q is still in O(n2). J

3 A sufficient condition

In this section, we prove the sufficient condition of considering only paths with a fixed starting
edge (recall that we consider point sets in general position now). We need one preliminary
lemma, whose proof can be found in the full version of this paper:

I Lemma 7. For any two points p1 and p2 of S there exists a path P ∈ P(S) which has p1
as starting and p2 as target point.

I Lemma 8. A positive answer to Conjecture 2 implies a positive answer to Conjecture 1.

Proof. Let Ps and Pt be the two paths of Conjecture 1. If they have a common endpoint, we
can directly use Conjecture 2 and the statement follows. So assume that Ps has the endpoints
pa and pb, and Pt has the endpoints pc and pd, which are all distinct. By Lemma 7 there
exists a path Pm having the two endpoints pa and pc. By Conjecture 2 there is a flip sequence
from Ps to Pm with the common endpoint pa, and again by Conjecture 2 there is a further
flip sequence from Pm to Pt with the common endpoint pc. This implies the statement. J

I Lemma 9. A positive answer to Conjecture 3 implies a positive answer to Conjecture 2.

The general strategy to prove Lemma 9 is similar to the one of Lemma 8, but of course
more involved as we also need to handle the position of the common starting point (again,
we defer the details to the full version).

4 Conclusion

In this paper, we made progress towards a positive answer of Conjecture 1, though it still
remains open. A natural way to prove Conjecture 1 would be to prove Conjecture 3 by
induction. We can assume all three conjectures to hold for all sets of size at most n− 1 and
only need to show that Conjecture 3 holds for n.

Concerning the approach of special classes of point sets, of course one can try to further
adapt the ideas to other classes.

Lastly, there are several other directions for further research conceivable, e.g. considering
simple drawings (or other types of drawings) instead of straight-line drawings.
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Abstract
Given a rectilinear matching between n red points and n blue points in the plane, we consider the
problem of obtaining a crossing-free matching through flip operations that replace two crossing
segments by two non-crossing ones. We first show that (i) it is NP-hard to α-approximate the
shortest flip sequence, for any constant α. Second, we show that when the red points are colinear,
(ii) given a matching, a flip sequence of length at most

(
n
2

)
always exists, and (iii) the number of

flips in any sequence never exceeds
(

n
2

)
n+4

6 . Finally, we present (iv) a lower bounding flip sequence
with roughly 1.5

(
n
2

)
flips, which disproves the conjecture that

(
n
2

)
, reached in the convex case, is the

maximum. The last three results, based on novel analyses, improve the constants of state-of-the-art
bounds.

Related Version arxiv.org/abs/2202.11857

1 Introduction

We consider the problem of untangling a planar rectilinear red-blue matching. We are given
a set of 2n points in the plane, partitioned into a set R of n red points, and a set B of n

blue points, in general position (no three colinear points, unless they have the same color).
A configuration is a set of n line segments where each point of R is matched to exactly one

point of B, i.e. a perfect rectilinear red-blue matching. A flip is a combinatorial operation
changing a configuration into another [7, 16]. In our case, a flip replaces two crossing segments
by two non-crossing ones (Figure 1).

The reconfiguration graph of R, B is the directed simple graph whose vertices V are the
configurations, and such that there is a directed edge from a configuration M1 to another one
M2 whenever a flip transforms M1 into M2. Note that the reconfiguration graph is acyclic [6].
Let S ⊆ V be the set of sinks, which corresponds to the crossing-free configurations. Given
two configurations u, v ∈ V, let P(u, v) be the set of directed paths from u to v. Given a
path P , let the length of P , denoted |P |, be the number of edges in P . The distance from u
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Figure 1 A flip. Red points are represented by solid squares and blue points by hollow circles.

to v, denoted d(u, v), is the minimum path length from u to v. The distance from u to S,
d(u, S), also abbreviated as d(u), is the minimum path length from u to a configuration in S.
We are interested in two parameters of this reconfiguration graph:

d(R, B) = max
u∈V

min
v∈S

min
P ∈P(u,v)

|P | and D(R, B) = max
u∈V

max
v∈S

max
P ∈P(u,v)

|P | .

This leads to the definitions of d(n) and D(n) respectively as the maximum of d(R, B)
and D(R, B) with |R| = |B| = n. An untangle sequence is a path in the reconfiguration
graph ending in S. Intuitively, d corresponds to the minimum length of an untangle sequence
in the worst case, while D corresponds to the longest untangle sequence.

We also consider a more specific version of the problem where the red points are colinear [4],
say, on the x-axis. As the flips on each half-plane defined by the x-axis are independent, we
additionally suppose all blue points to lie on the upper half-plane without loss of generality.
The matchings in this case are called red-on-a-line matchings.

Related work. The parameters d, D have been studied in several different contexts with
similar definitions of a flip, but considering other configurations.

In 1981, an O(n3) upper bound on D(n) was stated in the context of optimizing a TSP
tour [23] (the configurations are polygons). This upper bound should be compared to the
exponential lower bound on D(n) when the flips are not restricted to crossing segments, as
long as they decrease the Euclidean length of the tour [10]. The convex case (i.e. the case
where the points are in convex position) has been studied in [20, 25].

In the non-bipartite version of the rectilinear perfect matching problem, there are two
possible pairs of segments to replace a crossing pair. This additional choice yields an n2/2
upper bound on d(n) [6].

It is also possible to relax the flip definition to all operations that replace two segments
by two others with the same four endpoints, whether they cross or not, and generalize the
configurations to multigraphs with the same degree sequence [12, 13, 16]. In this context,
finding the shortest path from a given configuration to another in the reconfiguration graph
is NP-hard, yet 1.5-approximable [2, 3, 11, 24]. If we additionally require the configurations
to be connected graphs, the same problem is NP-hard and 2.5-approximable [8].

Reconfiguration problems in the context of triangulations are widely studied [19]. A
flip consists of removing one edge and adding another one while preserving a triangulation.
It is know that Θ(n2) flips are sufficient and sometimes necessary to obtain a Delaunay
triangulation [14, 17]. Determining the flip distance between two triangulations of a point
set [18, 21] and between two triangulations of a simple polygon [1] are both NP-hard.

Considering perfect matchings of an arbitrary graph (instead of the complete bipartite
graph on R, B), a flip amounts to exchanging the edges in an alternating cycle of length
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Table 1 Lower and upper bounds on d(n) and D(n) for red-blue matchings.

d(n) bounds D(n) bounds
lower upper lower upper

general 1.4n(a), Thm. 5.2
(

n
2

)
(n − 1), [6, 23] 3

2

(
n
2

)
− n

4
(b), Thm. 5.1

(
n
2

)
(n − 1), [6, 23]

convex 1.4n(a), Thm. 5.2 2n − 2, [4]
(

n
2

)
, [6]

(
n
2

)
, [4]

red-on-a-line n − 1, [6]
(

n
2

)
, Thm. 3.1 3

2

(
n
2

)
− n

4
(b), Thm. 5.1

(
n
2

)
n+4

6 , Thm. 4.1

(a) For n multiple of 20.
(b) For even n.

four. It is then PSPACE-complete to decide whether there exists a path from a configuration
to another [5]. There is, actually, a wide variety of reconfiguration contexts derived from
NP-complete problems where this same accessibility problem is PSPACE-complete [15].
Many other reconfiguration problems are presented in [22].

Getting back to our context of rectilinear red-blue matchings, the values of d and D have
been determined almost exactly in the convex case (see Table 1). Notice that the n − 1 lower
bound on d(n) carries to both the general and red-on-a-line cases [6]. It is notable that the
upper bound on D(n) is also the best known bound on d(n) and has not been improved
since 1981 [23].

Contributions. We show in Section 2 that it is NP-hard to α-approximate the shortest
untangle sequence starting at a given matching, for any fixed α ≥ 1.

The following results are summarized in Table 1. An improved lower bound on d(n)
in the convex case is presented in Section 5.2. The remainder of the paper considers the
red-on-a-line case. In Section 3, we slightly improve the former

(
n+1

2
)

upper bound on
d(n) [4], using a simpler algorithm and a novel analysis. In Section 4, we asymptotically
divide by 6 the historical

(
n
2
)
(n − 1) upper bound on D(n) [6, 23], using a different potential

argument.
In Section 5.1, we present a counter-example to the intuitive conjecture that the longest

untangle sequence is attained in the convex case (where the number of crossings is maximal).
We take advantage of points that are not in convex position to increase the lower bound by
a factor of 3

2 . This red-on-a-line lower bound on d(n) carries over to the general case (and
even to the case of general perfect matchings without color distinction among the points).
The weaker conjecture that D(n) is quadratic [6] still holds, though.

2 NP-Hardness

In this section, we sketch the reduction of a known NP-complete problem, called rectilinear
planar monotone (RPM ) 3-SAT [9], to the following problem. The full proof is presented in
the ArXiv version.
▶ Problem 1. Let α ≥ 1 be a constant.
Input: M , a red-blue matching.
Output: An untangle sequence starting at M of length at most α times d(M).

▶ Theorem 2.1. Problem 1 is NP-hard for all α ≥ 1.

In RPM 3-SAT, the graph of a CNF formula is the bipartite graph with the variables and
clauses as vertices, and where there is an edge between a variable and a clause if and only if
the clause contains the variable. A CNF formula is monotone if each clause contains either
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only positive or only negative variables. An RPM 3-CNF formula is a monotone formula
whose graph can be drawn with no intersection, and with the three following conventions
(Figure 2). (i) The variables and the clauses are represented by axis-parallel rectangles. (ii)
The variable rectangles lie on the x-axis. (iii) The positive clause rectangles are above the
x-axis, the negative ones, below. We call such a drawing the planar embedding of Φ.

x1 x2 x3 x4 x5 x6

x1 ∨ x2 ∨ x3 x3 ∨ x4 ∨ x5

x3 ∨ x5 ∨ x6

x2 ∨ x3 ∨ x4

Figure 2 A planar embedding of an RPM 3-CNF formula.

The idea of the reduction is that, given an RPM 3-CNF formula Φ, we draw a rectilinear
red-blue matching MΦ of polynomial size such that all the untangle sequences starting at
MΦ are of length at most k1 if Φ is satisfiable, and of length at least k2 if Φ is not satisfiable.

x = 0

x = 1

x

Figure 3 A variable gadget.

b4

r4

r6 b6
b5

r5

r8 b8

b7

r7b9 r10 r11

Figure 4 A clause gadget.
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The aforesaid matching MΦ is built upon the planar embedding of Φ. The variable
rectangles are replaced by variable gadgets (Figure 3). The clause rectangles together with
the corresponding edges are replaced with clause gadgets (Figure 4). A clause gadget consists
of two OR gadgets, working like OR gates, and is connected to a padding gadget (Figure 5).
If a clause is satisfied, then any untangle sequence of the two OR gadgets will end without
creating any crossing in the padding gadget. If a clause is not satisfied, then any untangle
sequence of the two OR gadgets will end creating a crossing in the padding gadget, which
will trigger an arbitrary long series of flips, thus ensuring an arbitrary gap k2 − k1.

...

. . . . . .

. . .. . .

x y z

b4

r4

r6 b6
b5

r5

r8 b8

b7

r7b9 r10 r11

b12

r9

r12

b13
r13

r15

r14

b14

b15

...

Figure 5 A clause gadget with padding connected to its variable gadgets, with branching on x.

3 Upper Bound on d(n)

In this section, we give some insight into the proof of the following upper bound.

▶ Theorem 3.1. In the red-on-a-line case, d(n) ≤
(

n
2
)
.

The proof consists of the analysis of the number of flips performed by the following
recursive algorithm. We assume general position (no two blue points at same height). Let
the top segment of a red-on-a-line matching be the segment with the topmost blue endpoint.

s1s2

M2

Figure 6 A red-on-a-line matching with s1 as the top segment. The top segment of M2 is s2.
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Algorithm 1:
Input : M , a red-on-a-line matching.
Output : An untangle sequence starting at M .

0 If R = B = ∅, then stop.
1 Let M2 be the set of segments crossing s1, the top segment of M (Figure 6). If M2 is

not empty, flip s1 and s2, the top segment of M2, and repeat Step 0.
2 Recursively call the algorithm on the sub-matchings on both sides of the updated top

segment of M .

X-state H-state T-state

Figure 7 The three different states of pairs of segments.

The idea behind Algorithm 1 stems from the following observations. We define three
states for a pair of segments: state X, when the segments are crossing, state H, when the
segments are not crossing and their endpoints are in convex position, and state T, when
the endpoints are not in convex position (Figure 7). In the convex case, a flip increases the
number of H-pairs of at least 1 unit, providing the

(
n
2
)

upper bound on D(n). However, the
number of H-pairs may not increase in the general case. Figure 8 shows two such situations
where there is one H-pair involving the segment s before the flip, and none after the flip.
Algorithm 1 avoids these situations by choosing to flip top segments. The full proof, presented
in the ArXiv version, involves state tracking, a novel approach to analyse flip sequences.

s
s1

s2
s′2

s′1 s

s1
s2

s′2

s′1

s s2

s1 H X
s X

s s′
2

s′
1 X H
s T

s s2

s1 H X
s T

s s′
2

s′
1 T H
s T

Figure 8 Two cases where the number of H-pairs does not increase. The flipped pair is s1, s2.

4 Upper Bound on D(n)

In this section, we sketch the proof of the following upper bound.
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▶ Theorem 4.1. In the red-on-a-line case, D(n) ≤
(

n
2
)

n+4
6 .

Let r1, . . . , rn be the red points, ordered from left to right. Theorem 4.1 is a corollary of
the following bound on the number of flips involving rk.

▶ Lemma 4.2. In the red-on-a-line case, the number of flips involving the red point rk is at
most (k − 1)(n − k) + n − 1.

r1 r2 r3 r4 r5 r6

Figure 9 The two crossing pairs that may undergo a 3-flip (k = 3) immediately are circled.

The upper bound of Theorem 4.1 is obtained by computing the sum
∑n

k=1(k − 1)(n −
k) + n − 1 of the number of flips involving each red point, and then dividing this sum by 2,
since each flip is counted twice (once for each red point).

The proof of Lemma 4.2 comes from a stronger lemma bounding the number of k-flips by
(k − 1)(n − k) + n − 1, where a k-flip is a flip of a pair of segments rib, rjb′, with i ≤ k ≤ j

(see Figure 9, where k = 3). The proof is fully presented in the ArXiv version.

5 Lower Bounds

In this section, we sketch the proof of the following lower bounds.

▶ Theorem 5.1. In the red-on-a-line case, for even n, D(n) ≥ 3
2
(

n
2
)

− n
4 .

▶ Theorem 5.2. In the convex case, for n multiple of 20, d(n) ≥ 1.4 · n.

5.1 Lower Bound on D(n)

In order to define the starting configurations of lower bounding untangle sequences, we first
provide some ad hoc definitions. We call a red-on-a-line convex matching an n-star when
the maximum crossing number is attained, i.e. all the

(
n
2
)

pairs of segments are crossing. For
convenience, we say that an n-star looks at a point p if its blue points are all on a common
line, and if p is the intersection of this line with the line on which the red points lie. We also
say that two red-blue point sets R, B and R′, B′ are fully crossing if all the pairs of segments
of the form rb, r′b′ are crossing, where (r, b, r′, b′) ∈ R × B × R′ × B′. Two matchings are
fully crossing if their underlying red-blue point sets are fully crossing.

An m-butterfly is a red-on-a-line matching consisting of two fully crossing m-stars both
looking at the same point p, where p is a median of the 2m red points (Figure 10). The
existence of an untangle sequence of length 3

2
(2m

2
)
− m

2 , starting at an m-butterfly is presented
in the ArXiv version.
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pr1 r2 r3 r4 r5 r6

Figure 10 The 3-butterfly used to lower bound D(6).

5.2 Lower Bound on d(n)
An improved lower bound on d(n) in the convex case comes from running a breadth-first
search on the 20-segment configuration in Figure 11 and finding a minimum untangle sequence
length of 24. Arranging multiple copies of this configuration, we get d(n) ≥ 1.4 · n for n

multiple of 20. The source code is available on github.com/gfonsecabr/untangling.

Figure 11 The convex configuration used to show that d(20) ≥ 28.

6 Concluding Remarks

Untangle sequences of TSP tours have been investigated since the 80s, when a cubic upper
bound on D(n) has been discovered [23]. This bound also holds for matchings and has not
been improved ever since. Except for the convex case, there are big gaps between the lower
and upper bounds, as can be seen in Table 1. Experiments on tours and matchings have
shown that, in all cases tested, the cubic upper bound is not tight and the lower bounds
seem to be asymptotically tight.

Untangle sequences have many unexpected properties which make the problem harder
than it seems at first sight. The following questions remain open.
1. If we add a new segment to a crossing-free matching, what is the maximum length of an

untangle sequence? Notice that an o(n2) bound would lead to an o(n3) bound for d(n).
2. Is it always possible to find an untangle sequence that does not flip the same pair of

segments twice? Using a balancing argument, we can show that the number of distinct
flips in any untangle sequence is O(n8/3).

3. What is the maximum number of flips involving a given point? The classic potential [23]
provides a quadratic bound which leads again to D(n) = O(n3).

4. Is there a potential that provides better bounds?

We proved the NP-hardness of computing the shortest untangle sequence for a red-blue
matching. What is the complexity of computing the shortest untangle sequence for a TSP
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tour, for a red-on-a-line matching, or even for a convex instance? What about the longest
untangle sequences?
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Abstract
Relations between the Euclidean traveling salesman problem (TSP) and proximity graphs have
primarily been explored in the context of TSP heuristics. We present a set of theoretical results,
a computer-assisted proof, and extensive experimental findings that reveal a subtle relationship
between the TSP and proximity graphs. Carefully constructed examples show that the TSP does
not necessarily contain a nearest neighbor graph (NNG) edge. We show that the TSP must contain
an edge of the order-k Delaunay for constant k ∈ N. We devised and implemented an enumeration
algorithm that allows us to prove that the TSP tour on point sets of size n ≤ 9 necessarily contains
an NNG edge. Large-scale simulations and an application to geometric deep learning reinforce the
strong ties between the TSP and proximity graphs that are observed in practice.

1 Introduction

The Euclidean traveling salesman problem (TSP), seeking the shortest tour or path through
n points in the Euclidean plane, is NP-hard and one of the most intensively studied problems
in computer science.

The length-minimizing quality of the TSP suggests that the TSP may necessarily contain
edges of proximity graphs such as the (undirected) nearest neighbor graph (NNG), minimum
spanning tree (MST), k-Gabriel graphs, or k-Delaunay graphs. We refute some of this
intuition by providing examples of TSP solutions that “avoid” having edges of some proximity
graphs. The point sets in Section 2 serve to preclude certain claims concerning the intersection
of the TSP with proximity graphs, akin to those of Dillencourt [6, 7], who showed that the
Delaunay triangulation is not always Hamiltonian. We show, for instance, that the Euclidean
TSP does not necessarily contain a nearest neighbor graph edge.

A positive result in Section 2, along with extensive empirical findings in Section 4, and a
computer-assisted proof in Section 3 reaffirm the strong ties between the TSP and proximity
graphs. We show that, experimentally, close to 99% of TSP edges tend to be Delaunay edges
for large point sets sampled from distributions considered by Bentley [3], and an enumeration
algorithm shows that small TSP instances (n ≤ 9) necessarily contain NNG edges. These
results further support the use of TSP heuristics inspired by proximity graphs [16, 17, 22, 24].

∗ This work has been partially supported by NSF (CCF-2007275). The authors would like to thank Stony
Brook Research Computing and Cyberinfrastructure, and the Institute for Advanced Computational
Science at Stony Brook University for access to the high-performance SeaWulf computing cluster, which
was made possible by a $1.4M National Science Foundation grant (#1531492). The authors would also
like to acknowledge Omrit Filtser for insight regarding the structure of the point set in Fig. 1, Hugo
Mainguy for the initial idea that led to the point sets in Fig. 5, others who participated in Stony Brook’s
Computational Geometry Group research meetings, and the anonymous reviewers.

38th European Workshop on Computational Geometry, Perugia, Italy, March 14–16, 2022.
This is an extended abstract of a presentation given at EuroCG’22. It has been made public for the benefit of the
community and should be considered a preprint rather than a formally reviewed paper. Thus, this work is expected
to appear eventually in more final form at a conference with formal proceedings and/or in a journal.



68:2 On Some Relations Between Optimal TSP Solutions and Proximity Graphs

The code used to obtain the included results, the data used in the experiments, and a
GUI to study and visualize the TSP and proximity graphs are provided at https://github.
com/samvanderpoel/TSP-vs-Graphs, a code base that is user-friendly and easily extensible.

1.1 Proximity Graph Definitions
Fix a finite point set S in the Euclidean plane. We consider weighted graphs on S whose edge
weights are given by Euclidean distance. The k-nearest neighbor graph (k-NNG) contains
an (undirected) edge between two vertices u, v if and only if the distance between u and v is
among the k shortest distances either from u to any p ∈ S \{u} or from v to any p ∈ S \{v}.
References to the NNG are to be understood as those to the 1-NNG. The minimum spanning
tree (MST) is a connected graph on S with lowest aggregate edge weight. The k-Delaunay
contains an edge between two vertices u, v if and only if there exists a closed disk containing
u, v, and at most k points in S \ {u, v}. The k-Gabriel graph contains an edge between two
vertices u, v if and only if the closed disk with diametrical chord (u, v) contains at most
k points in S \ {u, v}. We write simply Delaunay and Gabriel to mean 0-Delaunay and
0-Gabriel, respectively. For points in general position, the Urquhart graph is that which
results from removing the longest edge from each triangle in the Delaunay triangulation.

2 Theoretical Results

In what follows, all graphs are considered to be undirected. All instances of the TSP
were verified with the Concorde TSP Solver [1]. The existence of the well-known nearest
neighbor TSP heuristic prompts the question of whether the Euclidean TSP tour and path
each necessarily contain an NNG edge. We answer this in the negative by presenting Figure
1, a point set whose (unique) Euclidean TSP tour and NNG are disjoint.

Figure 1 The Euclidean TSP tour (filled in blue) and NNG (purple) are disjoint.

There exists a similar point set, omitted here, demonstrating that the TSP tour and NNG
may be disjoint for Lp metrics, 2 ≤ p ≤ 100. The TSP path and NNG of the point set in
Figure 2 are disjoint for Lp metrics, 2 ≤ p ≤ 6.

Figure 2 The TSP path (blue) and NNG (purple) are disjoint for Lp metrics, 2 ≤ p ≤ 6.
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The NNG is one of a set of proximity graphs that we consider here; they form the
following inclusions with the k-Delaunay being the densest (having most edges) graph.

MST ⊆ Urquhart ⊆ Gabriel ⊆ Delaunay Triangulation ⊆ k-Delaunay (1)

Further, the inclusion NNG ⊆ MST holds for points in general position.
It is natural to conjecture that the TSP tour contains a constant fraction of edges of the

Gabriel graph or one of its subgraphs. This is refuted by the family (n ≥ 3) of point sets in
Figure 3 each of whose TSP tour and Gabriel graph share only two edges.

Figure 3 A family (n ≥ 3) whose TSP tours (filled in blue) contain only two Gabriel edges.

In the family of point sets in Figure 3, the MST coincides with the Gabriel graph, and
the MST has vertices of degree at most two. It is worth asking whether MST vertices of
degree three or more must be incident to a TSP edge that also belongs to the MST. The
example of Figure 4 shows that this is not the case: there are three MST vertices of degree
three, and none of the MST edges incident to these vertices belong to the TSP tour.

Figure 4 No MST edges (green) incident to degree-three MST vertices are TSP tour edges.

Optimality of the TSP tour implies that it forms a simple polygonal cycle in the Euclidean
plane. To show that a TSP tour necessarily includes a Delaunay edge (a conjecture we are
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actively pursuing), it is natural to consider whether any simple polygon on a set of points
necessarily uses at least one Delaunay edge. Figure 5 shows that this is not so: there exist
point sets that admit simple polygonalizations, none of whose edges belong to the Delaunay.

Another approach to showing that the TSP tour must contain an edge of the Delaunay
consists in arguing that at least one out of every k successive edges of a TSP tour must be
Delaunay. This argument, too, is cast in doubt by Figures 6, 7, and 8, showing point sets
whose TSP tours contain two, three, and four consecutive non-Delaunay edges, respectively.

Figure 5 Point sets with polygonalizations (light) edge-disjoint from Delaunay graphs (dark).

In constructing the point sets of Figures 6, 7, and 8, we noticed a strong sensitivity of
the TSP tour to the precise placement and density of points. Nevertheless, we believe that
the theme of these point sets can be generalized and applied for any given k ∈ N.

▶ Conjecture 1. For any k ∈ N there exists a point set S in the Euclidean plane such that
k consecutive edges of the TSP on S are non-Delaunay.

Figures 6, 7, and 8, show that despite the prevalence of Delaunay edges (>99%) in
the TSP tours on randomly generated point sets (Section 4), Delaunay edges are not “so”
prevalent as to ensure that one must exist among every k ≤ 4 consecutive edges of the TSP.

Figure 6 Two successive edges of the TSP, incident to the red vertices, are non-Delaunay.
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In addition, Figure 6 shows an example where both of the TSP cycle edges that are
incident on a convex hull vertex can be non-Delaunay.

Figure 7 Three successive edges of the TSP tour, incident to the red vertices, are non-Delaunay.

Figure 8 Four successive edges of the TSP tour, incident to the red vertices, are non-Delaunay.

It was shown in [12] that the 10-Gabriel graph – and hence also the 10-Delaunay – is
Hamiltonian. Theorem 2 supplements this result, showing that there does not exist an
integer k ≥ 0 such that the k-Gabriel graph or k-Delaunay always contains the Euclidean
TSP tour or path.

▶ Theorem 2. For every integer k ≥ 0, there exist point sets S1 and S2 in the Euclidean
plane such that the TSP tour of S1 and the TSP path of S2 are not subsets of the respective
k-Delaunay graphs of S1 and S2.

▶ Theorem 3. There exists a constant k such that, for every finite point set in R2, the
Euclidean k-Gabriel graph contains a shortest edge in an optimal Euclidean TSP.
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Figure 9 Proof of Theorem 3: only O(1) points can lie in the diametrical disk defined by ab.

Proof sketch. Fix a finite point set in the Euclidean plane. Denote by ab a shortest edge
in this point set’s TSP. Consider the bounding square of the diametrical disk defined by ab,
and partition it into 16 subsquares (four are shown in Fig. 9). Pick a subsquare and a point
p therein. Using extremality, we reason about p and its neighbors o and q along an optimal
TSP tour, invoking a geometric separator theorem from [5] (adapted from [13, 23]) to show
that there are O(1) points in each subsquare. Applying this reasoning to all subsquares, we
conclude that there are only O(1) points in the diametrical disk characterized by ab. ◀

3 TSP–NNG Intersection Algorithm

For small point sets, it is possible to directly search the set of all possible NNGs (under some
criteria) to determine whether a TSP tour or path necessarily uses an NNG edge. This is
made precise in the discussion below for the case of TSP tour, leading to an enumeration
algorithm, the output of which justifies the following theorem.

▶ Theorem 4. Let G be an undirected weighted graph on n ≤ 9 vertices. Suppose that H is
a Hamiltonian cycle on the complement of the NNG of G. Then the total weight of H can
be reduced, maintaining its Hamiltonicity, by a set of edge exchanges only with the NNG.

Fix an undirected weighted graph G = (V, E) on n vertices v0, . . . , vn−1 and suppose
there is a Hamiltonian cycle H = (vi0 , vi1 , . . . , vin−1 , vi0) that is disjoint from the NNG of G

(nearest neighbors may be non-unique). Let NN(vi) denote the set of nearest-neighbors of
vi. Define the set N(G) = NN(v0) × · · · × NN(vn−1), and call its elements representatives
of the NNG of G; fix a representative r = (r0, . . . , rn−1) ∈ N(G). For each ij , since rij is a
nearest neighbor of vij

, exchanging either of the edges (vij
, vi(j−1) mod n

) or (vij
, vi(j+1) mod n

)
in H for (vij , rij ) shortens the total weight of H as a weighted graph. Depending on whether
(vij

, rij
) substitutes (vij

, vi(j−1) mod n
), (vij

, vi(j+1) mod n
), or neither, these exchanges can be
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encoded with the integers −1, 1, or 0, respectively. Applying this encoding of edge exchanges
to all ij = 0, . . . , n − 1, the set of all possible nontrivial edge exchanges between H and a
representative of the NNG is given by the set

E(n) =
{

(e0, . . . , en−1); ei ∈ {−1, 0, 1}
}

\ {(0, . . . , 0)}. (2)

If, after application of an edge exchange E ∈ E(n) to H, the resulting graph is still a
cycle, then we will have shortened the Hamiltonian cycle H via an edge exchange with
a representative of the NNG. By a direct search of E(n) it can be determined whether a
Hamiltonian cycle admits a shortening via an edge exchange with a given representative r.

Without reference to a specific graph G, and knowing only that H contains no NNG
edges, we may iterate over the set of all possible representatives of the NNG, given by

SNNG(n) =
{

(σ0, . . . , σn−1) : σi ∈ {0, . . . , n − 1} \ {j mod n : j = i − 1, i, i + 1}
}

. (3)

The meaning of s = (σ0, . . . , σn−1) ∈ SNNG(n) is that σi is the index of a nearest neighbor
of vi. The brute-force iteration over all of SNNG(n) and, for each s ∈ SNNG(n), over E(n),
checking whether any edge exchange yields a Hamiltonian cycle, comprises an algorithm
whose output proves that the TSP tour must contain an NNG edge for n ≤ 9, as verified by
our implementation on Stony Brook University’s high-performance computing cluster.

4 Empirical Findings

We now present experimental results concerning the intersection of the TSP and proximity
graphs. Table 1 shows edgewise comparisons between the TSP tour and proximity graphs
for several Euclidean TSPLIB [21] instances.

Table 1 Percentages of TSP tour edges in proximity graphs for Euclidean TSPLIB instances.

Instance 1-NNG 2-NNG MST Urquhart Gabriel Delaunay
rat575 58.96 85.57 74.43 86.09 96.17 99.48
p654 50.61 82.11 69.88 92.05 95.72 99.24
d657 58.75 81.89 75.19 81.89 92.69 99.09
u724 58.84 83.70 74.31 83.01 96.13 99.45
rat783 59.26 82.50 76.37 85.31 94.89 100.00

Extensive experiments were conducted on Stony Brook University’s high-performance
computing cluster using the Concorde TSP Solver [1] along with Python and its scientific
computing libraries. Point sets of cardinalities 10 to 1660 were sampled in 50-point intervals
from 7 probability distributions, with 50 point sets sampled at each cardinality. Six of the
7 distributions we consider were studied by Bentley [3]; we present results of 2 distributions
here and make the others available in the GitHub repository. For each point set sampled,
fractions of TSP edges belonging to different proximity graphs were calculated, the results
of which constitute the below plots. The error bands represent ± one standard deviation at
each point set size.

Concorde computes optimal tours; we used it to compute optimal TSP paths by adding
a dummy vertex that is equidistant from every point of the given point set.
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Figure 10 Comparisons of the edges in the TSP tour versus those of proximity graphs when
point clouds were sampled uniformly from [0, 1] × [0, 1].
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Figure 11 Comparison when points are sampled from a set of 10 N(σ = 0.05) distributions, each
one centered at one of 10 points selected uniformly from the unit square.
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Figure 12 Optimality gaps for GNN approximators on spokes TSP instances.

The resemblance between Figures 10 and 11 is noteworthy, as the asymptotic intersection
of the TSP tour with proximity graphs seems to be the same despite the difference in
sampling method.

5 Applications to Geometric Deep Learning TSP Approximators

Recent work in the geometric deep learning community has emphasized end-to-end graph
neural network (GNN) approximators for the Euclidean TSP [2, 4, 9, 10, 11, 14, 15, 19, 20,
25]. In this setting, the objective is not to outperform TSP solvers (e.g., Concorde), but to
use the TSP as a difficult benchmark with which to evaluate competing GNN architectures
[8]. While state-of-the-art GNN approximators for the TSP achieve an optimality gap of
< 1% for instances smaller than 60 points, they struggle with larger instances [9, 18, 19, 20].

Researchers have primarily considered TSP instances whose point clouds are sampled
uniformly over [0, 1]2. Using our experimental pipeline, we investigate GNN performance
on point sets sampled from a richer set of distributions, endowing the TSP benchmark
problem with a healthier diversity of geometric structure. We observe that current state-of-
the-art GNN approximators perform well on Bentley’s spokes point clouds, maintaining an
optimality gap of less than 1% on instances with up to 100 points, as shown in Fig. 12.
These GNNs, trained on TSP instances with between 20 and 50 points, were able to
accurately generalize in a zero-shot fashion to larger spokes point sets. This level of effective
generalization has not yet been observed [9, 18, 19, 20], and it suggests that GNNs can learn
to identify and exploit the highly-structured geometric properties of spokes point sets.

As a pre-processing step, sparsifying the input yields improvements over un-sparsified
input (a weighted, complete graph). As GNNs, trained on Uniform [0, 1]2 point sets of sizes
varying from 20 to 50, are forced to generalize in a zero-shot fashion to point sets of sizes
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Figure 13 Optimality gaps for GNN approximators on Uniform [0, 1]2 TSP instances.

between 100 and 200, Delaunay-inspired sparsifiers indicate marginal improvements over
state-of-the-art 20%-NNG sparsifiers [9]. For Uniform [0, 1]2 point sets of size 150 or more,
the Θ(n)-space Delaunay sparsifier performs equally as well as the Θ(n2)-space 20%-NNG
sparsifier. For spokes point sets, the 20%-NNG sparsifier yields the strongest performance.

In future work, we will utilize the central theme of our empirical results – that various
proximity graphs are closely related to the TSP – to inform more powerful architectures for
GNN approximators. We will also further investigate the generalization capabilities afforded
by Delaunay-inspired sparsifiers, leveraging our experimental pipeline.
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